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How to support the transition to Al-powered

healthcare

M Check for updates

To make health systems more
sustainableinthe long-term,
incentivize artificial intelligence
(Al) and digital technologies that
are grounded on careful testing and
real-world validation.

nanot-so-distant future, the world popu-
lation will look much older than it used
to be. A recent WHO report’ estimated
that1in 6 people will be over 60 by 2030.
Healthcare systems in high-income
countries are already experiencing the strain
from shifting demographics, as a shrinking
working age population needsto attendtoan
ever-growing aging population. Although life
expectancy hasbeenincreasingsteadilyinthe
past 20 years in most countries, healthy life
expectancy has not grown at the same pace.

Against this backdrop, governments and
othersocietal forces are directing their atten-
tion to digital and computational tools that
can reduce the cost of current healthcare
systems without compromising standards
of care, possibly even increasing their reach
and quality. Recent studies** have offered
a glimpse of what the future could look like,
showing that computer vision algorithms can
act effectively as additional ‘eyes’ in breast
cancer screening, increasing the accuracy of
case detection.

We are confident that this transition to
‘Al-powered’ healthcare will occur and that it
has the potential to bring widespread public
good. At the same time, we believe that these
benefits will realize more steadily and more
quickly with carefully designed clinical stud-
ies and evidence-based implementation of
Al algorithms and devices in the real world.
We are eager to support researchers and cli-
nicians in this endeavor and clinical imple-
mentation will continue to be one of our top
priorities for digital medicine content.

Thetransformative potential of Aldoes not
come without risks. The questions of how Al
interventions should be evaluated or when
an intervention is ready for primetime are
stillopen. In this respect, the fact that regula-
tors are struggling to keep up with the pace

of technological innovations in this field
does not help. At present, digital and com-
putational tools still hover in the grey area of
medical devices, for which prospective clinical
evaluation is often not required. Fears about
the harmful use of Al, particularly the intro-
duction of algorithmic biases that could skew
or prevent someone from receiving appro-
priate care are real and could be catastrophic
if scaled up. Preventable setbacks like these
would only slow down the adoption of Al tools
in the clinic and ultimately increase its costs
inthe long run. So what is the way forward to
realize theimmense potential of Al?

First, prospective testing and validationare
crucial. There is extensive evidence that Al
models have generalizability issues, mean-
ingthatan Al tool trained on one dataset may
not offer accurate predictions when exposed
to new data. For instance, a methodological
review of the hundreds of machine learning
models developed for COVID-19 screening®
throughout the pandemic revealed that a
large majority of them were problematic due
to insufficient sample sizes, absent external
validation and inappropriate performance
evaluation. Al models also tend to have very
different performance across population sub-
groups, typically favoring the majority one,
for which they have seen the most data. That
may result in worse outcomes for underrep-
resented groups. But even aso-called perfect
model needs to be tested in its intended set-
ting, especially when the tool is supposed to
actin conjunction with a human user.

Second, there is little understanding of
how Alinteracts with humans within a health-
care context. For example, in a recent study®,
presenting results from a silent trial of an
algorithm to predict obstructive hydrone-
phrosisin children based on their renal ultra-
sounds, users exposed to the tool changed
their clinical decision-making behavior based
ontheir expectations of the model’s outputs,
effectively learning from the model. This is
especially relevant with the advent of increas-
ingly powerful large language models such as
ChatGPT and foundation models, the behavior
of which is comparatively less predictable or
interpretable, ingeneral.

Third, the evaluation of Al tools and devices
should not be solely driven by operational
measurements, such as whether the tool
increases the productivity of clinicians or of
the health system overall. Although these are
importantoutcomesinthe general quest fora
more sustainable healthcare system, the eval-
uation of any model must accountalso actual
benefitand potential harms for the individual
or population at the other user’s end.

Lastly, there is the risk of Al further increas-
ing or creating new health disparities. The
deployment of the most advanced tools
dependsonadigitalinfrastructure system that
issimply not presentin most countries. As new
studies are designed and conducted, it will be
importantto consider the feasibility ofimple-
mentation of an Al intervention where it will
be most needed, including resource-limited
settings. For instance, the widespread use of
smartphones in low-income countries make
app-based digital interventions a relatively
easy way tobring distributed health assistance
andsupporteveninremoteareas. Studies have
already shown the potential of these applica-
tions for remote support for self-administered
abortion’ and antibiotic stewardship®.

Many of these points are nowreflected inthe
Responsible Al for Social and Ethical Health-
care (RAISE) statement’, a consensus-based
effort, organized by the Department of Bio-
medical Informatics at Harvard Medical
School, involving many key stakeholdersinthe
transition to Al-powered health care. We also
want to see these principles more frequently
reflected in the design of the studies that
we publish.

Along those lines, we encourage submis-
sion of new research providing strong evi-
dencetosupporttheimplementation of Alin
healthcare, particularly in resources-limited
settings, be it through clinical trials, pro-
spective observational studies or real-world
implementation and cost-effective research.
We invite our authors to continue to partner
with us to champion research that addresses
these gaps and put Al forward as a healthcare
democratization tool.
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