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Abstract. As recent text-conditioned diffusion models have enabled the
generation of high-quality images, concerns over their potential misuse
have also grown. This issue is critical in the medical domain, where
text-conditioned generated medical images could enable insurance fraud
or falsified records, highlighting the urgent need for reliable safeguards
against unethical use. While watermarking techniques have emerged as
a promising solution in general image domains, their direct application
to medical imaging presents significant challenges. A key challenge is
preserving fine-grained disease manifestations, as even minor distortions
from a watermark may lead to clinical misinterpretation, which compro-
mises diagnostic integrity. To overcome this gap, we present MedSign,
a deep learning-based watermarking framework specifically designed for
text-to-medical image synthesis, which preserves pathologically signifi-
cant regions by adaptively adjusting watermark strength. Specifically,
we generate a pathology localization map using cross-attention between
medical text tokens and the diffusion denoising network, aggregating
token-wise attention across layers, heads, and time steps. Leveraging this
map, we optimize the LDM decoder to incorporate watermarking during
image synthesis, ensuring cohesive integration while minimizing inter-
ference in diagnostically critical regions. Experimental results show that
our MedSign preserves diagnostic integrity while ensuring watermark ro-
bustness, achieving state-of-the-art performance in image quality and
detection accuracy on MIMIC-CXR and OIA-ODIR datasets.

Keywords: Image Watermarking · Diffusion Models · Cross Attention

1 Introduction

Recent advancements in diffusion probabilistic models [11,21,23] have enabled
the generation of highly realistic synthetic images, benefiting applications such
as content creation [22] and data augmentation [28]. However, as generative
models become more powerful, concerns over their potential misuse have grown,
leading to the introduction of regulatory measures such as the EU AI Act [7],
Korean AI Basic Act [20], and Chinese AI governance rules [27]. In response, deep
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learning-based watermarking techniques [3,8,12,25,30,32] have been developed in
the general image domain to help distinguish AI-generated content and prevent
unethical use.

While similar text-driven image generative models are now being applied
in the medical domain [2,10,15,18,31], their ability to produce medical images
that are well-aligned with the input text raises concerns, as misuse could di-
rectly impact clinical decision-making. Any manipulation of medical images can
compromise patient care, violate confidentiality, and lead to serious real-world
consequences [19]. For instance, fabricated medical images could be exploited
for insurance fraud by falsely indicating the presence of a disease. Moreover,
synthetic medical images could be altered to create misleading medical records,
falsely attributing medical conditions to individuals, potentially leading to legal
ramifications and a breach of public trust. Hence, there is an urgent need for wa-
termarking methods that can ensure the authenticity and integrity of text-driven
synthetic medical images, safeguarding against potential misuse.

However, unlike general images, medical images exhibit distinct character-
istics that make watermarking particularly challenging. A critical requirement
is the preservation of fine-grained anatomical details (e.g., detailed tissue tex-
ture), as even subtle modifications can affect clinical interpretations [26]. For
instance, in chest X-ray (CXR) images, minor alterations in opacity patterns
may mimic or obscure signs of pulmonary edema, potentially leading to misdi-
agnosis. Therefore, a watermarking method for medical images must embed a
watermark message while maintaining diagnostic integrity and ensuring security.

To address these challenges, we introduce MedSign, a pioneering deep water-
marking framework for text-to-medical image synthesis. To preserve diagnostic
integrity, we leverage the diffusion model’s internal cross-attention representa-
tion [17,29] to identify critical regions, as these attention maps highlight clini-
cally significant features. Leveraging this pathology-aware guidance, we fine-tune
the variational autoencoder (VAE) decoder within the latent diffusion model
(LDM) [23] to regulate watermark placement, ensuring that embedding occurs
only in non-critical areas while preserving diagnostically relevant structures. This
enables MedSign to achieve a balance between robust watermarking and clinical
utility, securing generated medical images without compromising diagnostic reli-
ability. Notably, MedSign inherently integrates watermarking into the image syn-
thesis process without modifying the LDM’s architecture or requiring additional
post-processing of the generated image. Experiments on CXRs [13] and fun-
dus images [16] confirm that MedSign effectively directs the watermark to non-
critical regions while maintaining diagnostic fidelity. Furthermore, our MedSign
outperforms watermarking techniques designed for general images, achieving su-
perior image quality and watermarking performance in the medical domain.

2 Methods

As illustrated in Fig. 1, we propose MedSign, a deep watermarking framework
for text-driven medical image synthesis, ensuring high-fidelity preservation of
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Fig. 1. Detailed illustration of our pipeline. (a) We first train the watermark encoder
Em and extractor Dm to embed and extract watermarks from transformed images. (b)
We then train the LDM’s VAE decoder Dw to embed watermarks while preserving
pathology by aligning its output with the original VAE decoder Do, using a pathology
localization map Aloc

p in the loss function to regulate watermark placement.

pathological features. Our approach consists of (1) pre-training a watermark
extractor (Sec. 2.1) and (2) fine-tuning the LDM decoder to integrate watermarks
while minimizing interference with diagnostically significant regions (Sec. 2.2).

2.1 Pre-training the watermark extractor

We train the watermark extractor using the HiDDeN architecture [32] as illus-
trated in Fig. 1(a). This architecture consists of: (1) a watermark encoder Em
embedding a k-bit message into an image, (2) a transformation layer, and (3)
a watermark extractor Dm that retrieves the binary message. The watermark
encoder Em embeds a k-bit message m ∈ {0, 1}k into an image I to produce
a watermarked image Ĩ. After applying image transformation T (e.g., crop-
ping, rotation) to Ĩ, extractor Dm recovers the message, formally represented as
m̃ = Dm(T (Ĩ)). The model is trained by minimizing the binary cross-entropy
loss Lmsg = −

∑k
i=1 [mi log σ(m̃i) + (1−mi) log(1− σ(m̃i))]. Similar to [8], im-

age quality is not optimized (since Em is discarded); instead, PCA whitening is
applied after training to remove bias and decorrelate outputs. Feature vectors
from Dm are centered using µ = E[Dm], and the covariance matrix Σ = UΛUT

is eigendecomposed. The whitening transform Λ−1/2UT is then applied, with the
resulting bias −Λ−1/2UTµ and weight Λ−1/2UT appended as a linear layer.

2.2 Fine-tuning the LDM decoder

We fine-tune the LDM’s VAE decoder Dw to integrate watermarking directly into
image generating process as shown in Fig. 1(b). To preserve diagnostically critical
regions, we use a pathology localization map from cross-attention in the diffusion
process. This map guides the loss function, enabling adaptive watermarking while
maintaining image quality.
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Fig. 2. Visualization of token-level and combined attention maps with pathology lo-
calization map. (a) Original CXR images with pathology regions in red boxes. (b)
Token-level attention maps: individual maps for tokens composing pathology-related
words. The red-highlighted token’s attention map is the one selected through CAS. (c)
Combined attention maps: (left) the average attention map of all tokens, (middle) its
refinement using AAS, and (right) the final pathology localization map.

Pathology Localization Map Generation. To localize pathologically signif-
icant regions, we leverage cross-attention mechanisms [23,24] that connect the
diffusion denoising U-Net’s spatial layout with medical text tokens.

Cross-Attention for Pathology Localization. We build on [17] to aggregate at-
tention maps from diffusion models, highlighting pathological regions in medical
images. Specifically, a U-Net-based [24] denoising network [23] ϵθ(x, t;y) maps
noisy image features xt ∈ Rh×w at step t to a denoised output, conditioned
on an input medical report y. Here, y comprises medical words, each word p
consisting of n tokens as p = {s1, s2, . . . , sn}. To incorporate textual guidance,
cross-attention [23,29] injects token-level semantic embeddings from the medical
report into the denoising network. This U-Net-based denoising network pro-
gressively refines the noisy input xt, generating token-specific attention maps
Fs, which correlate each token’s semantic content with its spatial layout (see
Fig. 2(b)). Then, each Fs is upsampled to F̃s to match the image resolution
(h,w), and the token-level maps are then aggregated across layers, attention
heads, and time steps as Aavg

p (x, y) = 1
n

∑n
i=1

∑
l,h,t F̃

(l,h,t)
si (x, y), where F̃

(l,h,t)
si

is the upsampled attention map for token si at layer l, attention head h, and time
step t. This aggregation captures the collective spatial influence of all tokens in
p, aligning attention with pathological regions in the medical image.

Density Clustering-Driven Attention Selection. While the aggregated map Aavg
p

captures pathological regions, certain tokens within p can produce noise, shifting
attention to irrelevant areas (Fig. 2(c) left), which may prevent watermarking
in permissible regions and degrade watermarking performance. To address this,
we adopt a density clustering-driven [6] attention selection mechanism (CAS)
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that suppresses dispersed attention signals and enhances pathological localiza-
tion. Given a medical word p consisting of tokens s1, . . . , sn, we seek the most
precise attention map by assuming that well-defined maps exhibit dense, local-
ized distributions. Thus, for each token si, we define a clustering function C that
estimates the number of dense clusters ki in the spatial attention distribution of
F̃si using a density-based clustering algorithm, formulated as ki = C(F̃si). To
select the most localized attention map, we identify the token whose attention
distribution exhibits the minimum cluster count as s∗ = argminsi ki. Hence, the
final localized attention map for p is defined as A∗

p(x, y) = F̃s∗(x, y). By selecting
the attention map with the most compact distribution, this approach effectively
mitigates noise and ensures precise pathological localization.

Adaptive Attention Scaling. To improve the clarity of localization boundaries,
we apply an Adaptive Attention Scaling (AAS) mechanism that refines the at-
tention distribution. We first normalize the selected attention map A∗

p using
z-score transformation, followed by smooth sigmoid scaling and global min-max
normalization. To emphasize salient regions, we define an adaptive threshold τ
as the 0.7 quantile of A∗

p and define our final pathology localization map as

Aloc
p (x, y) = σ

(
A∗

p(x, y) − τ
)
, (1)

where σ(·) is the sigmoid function. As shown in Fig. 2(c), this process enhances
the contrast between pathological regions and the background, leading to sharper
and more well-defined localization boundaries.

Pathology-Aware Adaptive Loss. We train the LDM decoder Dw with a
loss function comprising image perceptual loss (Limg), message loss (Lmsg), total
variation regularization (Ltv), and pathology preservation loss (Lpre).

To preserve perceptual consistency, we use Watson-VGG perceptual loss [5]
for Limg, which minimizes visual distortions while keeping the watermark imper-
ceptible. Lmsg is computed via binary cross-entropy between the ground-truth
message m and the predicted message m̂, ensuring robust message recovery. To
achieve this, we use the watermark extractor Dm trained in Sec. 2.1 by freezing
its parameters during training. To encourage smooth watermark blending and
suppress high-frequency artifacts, we incorporate Ltv, which penalizes sharp wa-
termark variations. Meanwhile, the pathology preservation loss (Lpre) prevents
watermark insertion in critical regions by leveraging the pathology localization
map Aloc

p , preserving important areas while allowing embedding in less critical
regions. The total objective Ltotal integrates these components as

Ltotal = λimg

∑
l

δl

∥∥∥(ϕl(Iw)− ϕl(Io)
)∥∥∥2

2︸ ︷︷ ︸
Limg

+ λmsg

k∑
i=1

BCE(mi, m̂i)︸ ︷︷ ︸
Lmsg

+ λtv TV(|Iw − Io|)︸ ︷︷ ︸
Ltv

+ λpre E
[
∥(Iw − Io)⊙Aloc

p ∥22
]

︸ ︷︷ ︸
Lpre

,

(2)
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Fig. 3. Qualitative comparison of Stable Signature [8] and ours on MIMIC-CXR-
JPG [13] and OIA-ODIR [16]. (a): Original image with pathology localization map.
(b) & (c): Watermarked image with pixel-wise difference maps for Stable Signature
and ours, respectively. Unlike Stable Signature, which embeds watermarks in critical
regions (red box), our method preserves diagnostic areas.

where the watermarked image is defined as Iw = Dw(x0), while the original
(non-watermarked) image Io is decoded from the frozen original LDM decoder
Do as Io = Do(x0). The VGG layer-l features, denoted as ϕl(·), are weighted by
δl to guide perceptual consistency.

3 Experiments

Datasets. We use the impression section of reports from MIMIC-CXR-JPG [13]
for CXR images. For training, we randomly select 6,000 unique samples from
the official train split after removing duplicates. For testing, we use 1,903 unique
reports from the test set, also excluding duplicates. For fundus data, we use
unique reports from the OIA-ODIR dataset [16]. As images are generated from
290 distinct reports with different random seeds, no predefined split exists. Thus,
we randomly assign 3,361 samples for training and 2,000 for testing.
Implementation Details. For diffusion model initialization, we use pretrained
weights from RoentGen [2] for CXR images and DERETFound [14] for fundus
images. For density-based clustering, we employ DBSCAN [6] with default set-
tings. The hyperparameters are set as follows: for CXR images, λimg = 2.1,
λmsg = 7.5, λtv = 3.0 and λpre = 975.0; and for fundus images, λimg = 1.9,
λmsg = 6.0, λtv = 10.0 and λpre = 800.0, ensuring a balanced scale across them.
Training runs for 2 epochs using AdamW with a 5× 10−4 learning rate.
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Table 1. Quantitative evaluation of watermarking performance on the MIMIC-CXR-
JPG dataset [13] and OIA-ODIR dataset [16]. Evaluated attack scenarios include None
(no attack), Brt (brightness ×2), Crp (50% center crop), JPG (JPEG compression
50%), Rot (25° rotation), and Res (70% scaling). Method with † uses 32-bit message
encoding, while others use 48-bit. We highlight the best and second-best results.

Method PSNR SSIM
Bit Accuracy

None Brt Crp JPG Rot Res Avg

MIMIC-CXR-JPG

Post
Gen

DCT-DWT [1] 35.17 0.89 1.00 0.51 0.50 0.52 0.51 0.53 0.59
SSL Watermark [9] 36.20 0.89 0.93 0.66 0.84 0.71 0.85 0.87 0.81
WAM† [25] 35.12 0.93 1.00 1.00 0.99 0.57 0.46 1.00 0.83

In
Gen

Stable Signature [8] 33.24 0.92 0.99 0.99 0.99 0.70 0.71 0.95 0.89
Ours (MedSign) 39.71 0.96 1.00 1.00 1.00 0.74 0.96 0.97 0.95

OIA-ODIR

Post
Gen

DCT-DWT [1] 35.64 0.90 0.81 0.49 0.49 0.51 0.50 0.80 0.60
SSL Watermark [9] 36.37 0.89 0.92 0.84 0.84 0.71 0.86 0.89 0.84
WAM† [25] 31.35 0.94 1.00 1.00 0.79 0.72 0.45 1.00 0.85

In
Gen

Stable Signature [8] 30.20 0.79 0.97 0.97 0.95 0.71 0.66 0.91 0.86
Ours (MedSign) 40.81 0.94 1.00 0.95 0.99 0.78 0.95 0.97 0.94

3.1 Evaluation Results

Qualitative Analysis. We qualitatively compare our watermarked images with
the in-generation watermarking method [8] in Fig. 3. The pixel-wise difference
map, computed as |Iw −Io| × 10, highlights watermarking effects. (1) Pathology
Localization Map: Our method reduces misplaced alterations and artifacts by
guiding watermark placement away from clinically significant areas using Aloc

p .
(2) Preservation of Critical Regions: Integrating Aloc

p into training enhances
watermark embedding in non-critical areas while preserving diagnostic integrity.
Compared to the baseline, our approach minimizes interference in pathological
regions (see red box in Fig. 3(b) and (c)), ensuring minimal clinical impact.
Quantitative Evaluation on Watermarking Performance. Table 1 evalu-
ates watermarking performance on MIMIC-CXR-JPG [13] and OIA-ODIR [16],
considering image quality (PSNR, SSIM) and watermarking robustness (Bit Ac-
curacy) under perturbations. Methods are classified into Post-Generation Water-
marking, where watermarks are added after image generation, and In-Generation
Watermarking, where they are embedded during synthesis for direct compari-
son with ours. DCT-DWT [1], used in Stable Diffusion [23], ensures perceptual
fidelity but lacks robustness. SSL Watermark [9] and WAM [25] enhance ro-
bustness but remain vulnerable to specific attacks, while Stable Signature [8]
balances detection at the cost of image fidelity. In contrast, MedSign ensures
high-fidelity representation and resists attacks across CXR and fundus imaging,
ensuring robustness across organs and modalities in medical watermarking.
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Table 2. Comparative analysis on MIMIC-CXR-JPG [13]. (a) Diagnostic confidence:
Absolute confidence score differences for six diseases. (b) Robustness and image quality:
Average bit accuracy and PSNR, assessing the general performance of different models.

Method
(a) (b)

Pna. Pmtx. Atel. Ede. Cmgl. Effu. Avg (↓) AvgAcc (↑) PSNR (↑)

Stable Signature [8] 13.18 2.76 1.99 7.87 2.99 1.70 5.08 0.89 33.24
Ours (MedSign) 1.83 0.36 0.33 0.85 0.02 0.15 0.59 0.95 39.71

(1) Ours w/o AAS 1.68 0.45 0.23 0.73 0.06 0.13 0.55 0.94 38.65
(2) Ours w/o CAS 1.75 0.38 0.25 0.75 0.06 0.16 0.56 0.92 39.51
(3) Ours w/o Ltv 1.79 0.47 0.37 0.84 0.11 0.14 0.62 0.95 37.75
(4) Ours w/o Lpre 4.20 1.91 2.27 2.31 1.23 1.89 2.30 0.94 35.02

Quantitative Evaluation on Diagnostic Impact. To assess the diagnostic
impact, Table 2(a) reports absolute differences in confidence scores (%p) between
watermarked and original images (i.e., |Pwatermarked −Poriginal| × 100) across six
pulmonary diseases. Scores are obtained using a state-of-the-art CXR classi-
fier [4]. A non-medical-specific watermarking model [8] introduces an average
confidence difference of 5.08, reaching 13.18 for Pneumonia, which could misrep-
resent clinical findings. In contrast, ours achieves a significantly lower average
difference, minimizing diagnostic impact while preserving medical integrity.

3.2 Ablation Analysis

(1) & (2): Effect of AAS and CAS. We analyze the impact of AAS and CAS
by removing each from MedSign in Table 2. Here, (2) refers to the use of Aavg

p

instead of A∗
p in Eq. (1). Diagnostic confidence remains stable since the removal

enforces watermarking within a narrower region than our proposed pathology
localization map. However, this constraint reduces average bit accuracy, high-
lighting the trade-off between diagnostic integrity and watermark robustness.
(3): Effect of Ltv. Total variation regularization Ltv enhances the smoothness
of watermarking, preserving image fidelity while maintaining diagnostic consis-
tency as shown in Table 2(3). Its removal reduces PSNR and introduces visual
artifacts, though diagnostic confidence remains largely unaffected.
(4): Effect of Lpre. As shown in Table 2(4), removing pathology preservation
loss Lpre leads to a significant drop in PSNR and increased alterations in diagnos-
tic confidence, while average bit accuracy remains nearly unchanged. Without
Lpre, watermarking is applied globally, preserving bit accuracy but compromis-
ing diagnostic integrity and degrading overall image quality. This suggests that
Lpre is essential for restricting watermarking to non-critical regions, maintaining
diagnostic integrity, and preserving clinically significant features.
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4 Conclusion and Discussion

We present a pathology-aware watermarking framework for text-to-medical im-
age generation, ensuring robust embedding while preserving diagnostically crit-
ical regions. By leveraging a carefully tailored cross-attention map, our method
precisely localizes pathologies and regulates watermark placement to minimize
interference. Experiments show that our approach balances image fidelity and
watermark resilience, surpassing existing methods in robustness while minimiz-
ing clinical interpretation. This study highlights the potential of pathology-aware
watermarking to authenticate text-driven AI-generated medical images without
compromising diagnostic utility. Future work includes extending our approach
to other modalities, such as CT and MRI, for broader medical applicability.
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