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Abstract

Multimodal AI is an important step towards building effec-
tive tools to leverage multiple modalities in human-AI com-
munication. Building a multimodal document-grounded AI
system to interact with long documents remains a challenge.
Our work aims to fill the research gap of directly leveraging
grounded visuals from documents alongside textual content
in documents for response generation. We present an interac-
tive conversational AI agent ‘MuDoC’ based on GPT-4o to
generate document-grounded responses with interleaved text
and figures. MuDoC’s intelligent textbook interface promotes
trustworthiness and enables verification of system responses
by allowing instant navigation to source text and figures in the
documents. We also discuss qualitative observations based on
MuDoC responses highlighting its strengths and limitations.

Introduction
Conversational AI systems have become a part of our daily
lives and there is an increasing interest in creating multi-
modal dialog systems (Saha, Khapra, and Sankaranarayanan
2018; Feng et al. 2023; Kong et al. 2024) to go beyond text-
only conversations. Many commercial AI systems use text-
to-image generation for image outputs. For instance, Chat-
GPT (OpenAI 2022) uses DALL-E (Betker et al. 2023) and
Google Gemini (Thoppilan et al. 2022) uses Imagen (Sa-
haria et al. 2022). These AI services can also search the web
for relevant images and provide search results in the chat.
Some recent work has also focused on interleaved text and
image generation for multimodal content similar to news or
blog articles (Dong et al. 2024; Zheng, He, and Wang 2024).
In document-grounded dialog systems, AI systems have fo-
cused primarily on text-only responses based on the text in
the source documents (Braunschweiler et al. 2023; Taneja
et al. 2024; Kakar et al. 2024; Olson, Maiti, and Goel 2025).

For reading and comprehending long documents like text-
books, conversational AI can be a powerful tool but several
key challenges exist in building such a system. First, the AI
system must not only accommodate the past conversation in
context, but also ensure that responses are sourced from doc-
uments without hallucinations. Second, text-only responses
cannot leverage visual information to convey complex ideas
with simplicity of images. For example, imagine a user is
curious about mass-pulley systems in classical mechanics.
In such cases, a diagram is far more effective compared to

textual descriptions. A document-grounded AI system must
go beyond text and utilize graphs, figures, and diagrams for
textual explanations as well as visual content to generate a
multimodal response. Third, a trustworthy AI system should
allow users to conveniently refer to the source and verify the
validity of its responses.

Towards this end, we built MuDoC, an interactive MUlti-
modal DOcument-grounded Conversational AI system that
addresses these challenges using publicly available re-
sources including GPT-4o models and without any model
fine-tuning. This paper makes two main contributions: (i)
We introduce MuDoC: a multimodal AI system to gener-
ate responses with document-grounded interleaved text and
images in conversations. (ii) We introduce MuDoC’s inter-
active interface which enables verification of its responses
through seamless navigation to source images and text in the
documents to promote trustworthiness. The subsequent sec-
tions discuss related work, MuDoC’s pipeline and user in-
terface, and some preliminary observations highlighting its
strengths and limitations.

Related Work
Several multimodal dialog datasets have been proposed in
the past few years including task-oriented datasets such as
MMD (Saha, Khapra, and Sankaranarayanan 2018), and
open-domain datasets such as PhotoChat (Zang et al. 2021),
and MMDD (Lee et al. 2021), MMDialog (Feng et al. 2023),
but these datasets contain short utterances paired with a sin-
gle or a few relevant images. Several models have also been
proposed for interleaved image and text generation such as
DreamLLM (Dong et al. 2024), ANOLE (Chern et al. 2024),
and MiniGPT-5 (Zheng, He, and Wang 2024). These mod-
els have applications such as visual storytelling and recipe
generation. Unlike these prior works, we wish to generate
document-grounded responses in a conversational context.
Further, generated text can rephrase original text but im-
age generation cannot reliably create figures, diagrams, or
graphs required to answer technical problems. Therefore,
MuDoC uses text and image retrieval, and directly includes
image snippets from documents for visual content in its in-
terleaved text and image responses. In other recent work,
models for interleaved document retrieval (Lee et al. 2024)
are being explored for similar applications. Datasets like
Doc2Dial (Feng et al. 2020) allowed document-grounded di-
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Figure 1: Document Preprocessing: PDF document layouts are detected to extract text and image snippets which are processed
using OCR, GPT-3/4 and embedding models to create text and image embeddings for retrieval during response generation.

alog with text-only inputs and outputs. Previous work such
as (Lv et al. 2024) has also explored visually-grounded chat.

MuDoC Architecture and User Interface
Given a query and a chat context, MuDoC, our multimodal
document-grounded conversational AI system, retrieves text
and images from documents and answers with a multimodal
response. Its responses contain images interleaved within
text in a format similar to a typical news or a blog arti-
cle. To create such responses, the system preprocesses docu-
ments by automatically extracting text and figures and stor-
ing their embedding representations for retrieval. In deploy-
ment, the system retrieves content relevant to the query us-
ing embedding-based retrieval and prompts GPT-4o to gen-
erate a response based on retrieved texts and images. While
rendering the response, figure references in the GPT-4o re-
sponse are substituted with actual figures. MuDoC is ac-
cessed through a user interface (UI) that allows navigating
to source text and figures in the documents by clicking a
paragraph or a figure in its multimodal response. In the fol-
lowing subsections, we discuss document preprocessing, re-
sponse generation, and the UI design in detail.

Document Preprocessing
The preprocessing step involves building an index of text
and images that can be retrieved for response generation.
MuDoC preprocesses PDF documents and extracts texts and
figures for multimodal response generation. The resulting
index contains text and image embeddings where each text
embedding represents a text chunk (2000 characters long)
and each image embedding represents a figure. Figure 1 out-
lines the preprocessing pipeline.

Document Layout Analysis (DLA): DLA is the process
of identifying and classifying regions of interests in a docu-
ment. Using Region-based Convolutional Neural Networks
(He et al. 2017), bounding boxes of different document com-
ponents are predicted and classified into title, text, figure,
list or table. Mask R-CNN model trained on the PubLayNet
dataset (Zhong, Tang, and Jimeno Yepes 2019) is used to
detect layout for each page. After extracting layout snip-
pets in image format, each snippet (except of type ‘figure’)
is passed through the Tesseract OCR Engine to extract raw
text. This process results in a list of document components
with their page numbers, bounding boxes, component class,

snippet image, and raw text. At this point, text components
are concatenated into 2000 characters long text chunks with
at least 500 characters overlap for redundancy.

Text Cleaning and Summarization: The raw text from
the OCR model can have typographical errors and poor
formatting. For text snippets, these errors are corrected by
prompting GPT-3.5 (gpt-3.5-turbo-16k-0613) to generate
error-free neatly-formatted cleaned text. Additionally, GPT-
3.5 is prompted to generate summary text, which provides a
compact version of the text for additional text embeddings,
and is only generated if there are more than 1000 characters
in the OCR raw text. All text from previous, current, and
next page of first snippet in the text chunk is also provided
as context in this process which simplifies correction of any
ambiguous typographical errors or complex formatting.

Image Captions and Descriptions: For image snippets,
image captions and descriptions are generated for later use
as an input in the response generation along with images.
Image captions and descriptions provide more context to the
retrieval results and support referring to images in response
text. To generate these, the raw image snippet to GPT-4 (gpt-
4-vision-preview) is provided along with all text from previ-
ous, current and next page as context.

DPR and CLIP Embeddings: Dense Passage Retrieval
(DPR) (Karpukhin et al. 2020) consists of a query encoder
and a context encoder which are aligned to give similar em-
beddings if a context can answer a query. DPR context en-
coder is used to pre-compute context embeddings for raw,
cleaned, and summary text, and image captions and de-
scriptions. These embeddings are stored for the retrieval
process described later. Contrastive Language-Image Pre-
training (CLIP) (Radford et al. 2021) models, similar to DPR
models, have two aligned models where one model encodes
images and the other encodes texts. CLIP image model is
used to pre-compute image embeddings as well as text em-
beddings for image captions and descriptions.

Response Generation
Content Retrieval: Upon receiving a query, the system may
perform text and/or image retrieval before generating a re-
sponse. For text retrieval, the query embedding is computed
using the DPR encoder model. Next, cosine similarities be-
tween the query DPR embedding and pre-computed context
embeddings are calculated for all text chunks. Maximum co-
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Figure 2: Response Generation: GPT-4o tool calls feature is used to create text and image retrieval queries. Outputs from
embedding-based retrieval are used for response generation and image references are replaced with actual images.

sine similarity across raw, cleaned, and summary text is used
as the text chunk score, and the top-5 chunks are used as
retrieval output. For image retrieval, both DPR and CLIP
embeddings are used to determine the top-5 images. All
cosine similarities between query (CLIP/DPR) embeddings
and images (CLIP), captions (CLIP/DPR) and descriptions
(CLIP/DPR) embeddings are computed. Maximum CLIP
and DPR cosine similarities across all representations are
determined, and the mean of CLIP and DPR scores is used
as the final score for each image.

GPT-4o Tool Calls and Prompting: MuDoC uses GPT-
4o (gpt-4o-2024-08-06) to generate responses and its tool
calls feature with structured outputs to query the retrieval
functions for text and images (see Figure 2). For MuDoC,
GPT-4o API is set up to return a text response or a tool call
request with a search query for text or image retrieval. In the
former case, the response is directly forwarded to the user.
In the latter case, retrieval is performed from on our end and
the results are returned with another API call. The system
message contains instructions to (i) answer only using texts
and images retrieved using search tools, (ii) allow multiple
search queries before responding, (iii) use visuals but only
if they are appropriate and useful, (iv) refer to image us-
ing HTML image and caption tag and a description in the
text, and (v) use a style similar to blogs or academic texts.
The context contains past user messages, system responses,
tool calls, and retrieval results, together up to most recent
64K characters in order to limit the input size and API costs.
GPT-4o API does not allow images in tool call outputs, so
the images are appended as a user message immediately af-
ter the image retrieval output with image filenames, cap-
tions and descriptions. The system message described ear-
lier ensures that API response contains HTML image tags
with filenames in the retrieval output. While rendering the
response, these image tags are replaced with actual images
and add generated captions below each image.

User Interface
MuDoC’s UI provides an intelligent textbook experience
through some powerful features that allow users to interac-
tively explore documents (see Figure 3).

UI Implementation: The UI is implemented using the
ReactJS framework and the entire application is served
through a Flask server. Token streaming is enabled from
OpenAI API through our server to the front end using HTTP
Server-Sent Events (SSE) to reduce the time to first token.

During retrieval and API calls, chat messages indicating the
system status such as ‘Gathering information’, ‘Retrieving
text/images for [query]’, and ‘Generating a response’ are
displayed. The PDF display features are implemented using
PDF.js PDF-viewer supported by Mozilla.

Summarize and Explain-it-Like-I’m-10 (ELI10): As
shown in Figure 3a, users see a chat window on the left side
of the display with a text-box to write queries at the bottom,
and a PDF document on the right. To summarize a piece of
text, a user can drag their cursor to select a paragraph and
see the two options viz. ‘Summarize’ and ‘ELI10’. Upon se-
lecting an option, a prompt is created and pushed to the chat
text-box where it can be edited and sent to the back-end.
The summarize prompt leads to a shorter text which helps
in quick reading while the ELI10 feature leads to a simpler
answer with little jargon which supports readability of the
content. These features can support content exploration in
an interactive method and make it engaging for users to read
long and complex texts.

Navigation Using Images and Texts: When a user hov-
ers their cursor over an image or a paragraph in a multimodal
response, the image appears to be clickable through bright-
ness change and tooltip text as shown in Figure 3b and 3c.
Upon clicking an image or a paragraph, the PDF scrolls to
the relevant page where the figure appears or a similar text
is found and the figure or the text is highlighted for three
seconds. The bounding box information of snippets stored
during the preprocessing step is used for images. But, unlike
images, paragraphs are typically rephrased and not directly
borrowed from the document. So, a post-processing step
is performed after response generation where paragraphs
in the response are mapped to raw text snippets based on
cosine similarity between their DPR context embeddings.
Paragraphs with a length below 100 characters or similar-
ity scores below a threshold are not mapped and these para-
graphs cannot be clicked for navigation. Navigation using
images and paragraphs allow users to understand the con-
text in which a figure or a text shows up in the document.
Users can also choose to read surrounding content to delve
deeper by reading from the document which is a more com-
plete and trustworthy source unlike AI-generated text which
can be hallucinated or lack context.

Preliminary Observations
For MuDoC’s initial testing, we used Knowledge-based AI
ebook (Goel and Joyner 2018) with 357 pages and numerous
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figures illustrating AI concepts and algorithms. MuDoC re-
sponses contain long texts and multiple figures which leads
to long conversations that cannot be included here. We pro-
vide some illustrative examples of conversations with Mu-
DoC at tinyurl.com/MuDoCSamples. We asked some
subjects to use MuDoC to learn AI concepts from the ebook
to test out the system and get their feedback.

Based on these conversations, we observed that MuDoC
responses contain relevant images from the ebook inter-
leaved within text. MuDoC retrieves images that address
the query and GPT-4o supports refined selection from top-
5 retrieved images. A user pointed out that they gravitated
towards visuals over text in MuDoC responses. Navigation
by clicking images or paragraphs and instantly seeing rele-
vant content in the 357-page ebook was highly appreciated.
Summarize and ELI10 features using text selection also sup-
ported reading by simplifying the prompting process. From
the qualitative feedback, we found that the figure placement
in responses is not always optimal. In many cases, visual-
izations were presented in a separate section with additional
text which lead to extremely long responses. While most fig-
ures were helpful, some figures were only loosely connected
to the topics under discussion. Such extra information can
be distracting for users and can reduce the system’s effec-
tiveness as a productivity tool. We also observed that a text
describing an image was hallucinated and, upon further in-
vestigation, we found that these hallucinations occur more
often when multiple images are provided to GPT-4o as a

part of a single query. This suggests that reducing the num-
ber of retrieved images maybe improve visual coherence in
MuDoC’s responses. Finally, paragraphs is some responses
were mapped to short headings in the document instead of a
complete text snippet which can lead to perceptual difficulty
in navigation. Overall, despite its current limitations, initial
observations are encouraging and indicate that MuDoC is a
promising step towards making multimodal conversational
AI accessible and trustworthy for widespread, everyday use
with documents like long textbooks.

Conclusions and Future Work
We presented MuDoC, an interactive multimodal document-
grounded AI system, with interleaved text and im-
age responses. MuDoC leverages GPT-4o for document-
grounding and multimodality, and its user interface al-
lows quick navigation with clickable figures and paragraphs
which increases trust and verifiability of responses. Despite
its current limitations, it demonstrates that multimodal di-
alog can be a powerful interaction medium for long docu-
ments and seems promising as an effective productivity tool.
In future work, we will quantitatively evaluate its perfor-
mance in terms of response quality and its effectiveness in
education as a tool for learners.
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