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Fig. 1. Overview of RECOVER, an LLM-powered RPM system integrating a conversational agent and an interactive dashboard

∗Corresponding author

Authors’ Contact Information: Ziqi Yang, ziqiy30@uci.edu, University of California, Irvine, USA; Yuxuan Lu, lu.yuxuan@northeastern.edu,
Northeastern University, USA; Jennifer Bagdasarian, jbagdas1@jhu.edu, Johns Hopkins University, Baltimore, Maryland, USA; Vedant Das
Swain, v.dasswain@northeastern.edu, Northeastern University, Boston, Massachusetts, USA; Ritu Agarwal, ritu.agarwal@jhu.edu, Johns
Hopkins University, Baltimore, Maryland, USA; Collin Campbell, Collin.Campbell@medstar.net, MedStar Health Research Institute, Columbia,
Maryland, USA; Waddah Al-Refaire, WaddahAlRefaire@creighton.edu, Creighton University, Omaha, Nebraska, USA; Jehan El-Bayoumi,
jge288@georgetown.edu, Georgetown University, Washington, D.C., USA; Guodong Gao, gordon.gao@jhu.edu, Johns Hopkins University,
Baltimore, Maryland, USA; Dakuo Wang, d.wang@northeastern.edu, Northeastern University, Boston, Massachusetts, USA; Bingsheng
Yao, b.yao@northeastern.edu, Northeastern University, Boston, Massachusetts, USA; Nawar Shara, Nawar.Shara@Medstar.net, Georgetown
University, Washington, D.C., USA.

Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that
copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first
page. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy

, Vol. 1, No. 1, Article . Publication date: February 2023.

ar
X

iv
:2

50
2.

05
74

0v
1 

 [
cs

.H
C

] 
 9

 F
eb

 2
02

5

HTTPS://ORCID.ORG/0009-0008-8064-70002
HTTPS://ORCID.ORG/0000-0002-8520-0540
HTTPS://ORCID.ORG/0000-0002-2336-9682
HTTPS://ORCID.ORG/0000-0001-9371-9441
HTTPS://ORCID.ORG/0009-0004-8329-4610
HTTPS://ORCID.ORG/0000-0002-9005-252X
https://orcid.org/0009-0008-8064-70002
https://orcid.org/0000-0002-8520-0540
https://orcid.org/0000-0002-2336-9682
https://orcid.org/0000-0001-9371-9441
https://orcid.org/0009-0004-8329-4610
https://orcid.org/0009-0004-8329-4610
https://orcid.org/0000-0002-9005-252X


2 • Yang et al.

Cancer surgery is a key treatment for gastrointestinal (GI) cancers, a group of cancers that account for more than 35% of
cancer-related deaths worldwide, but postoperative complications are unpredictable and can be life-threatening. In this paper,
we investigate how recent advancements in large language models (LLMs) can benefit remote patient monitoring (RPM)
systems through clinical integration by designing RECOVER, an LLM-powered RPM system for postoperative GI cancer
care. To closely engage stakeholders in the design process, we first conducted seven participatory design sessions with five
clinical staff and interviewed five cancer patients to derive six major design strategies for integrating clinical guidelines
and information needs into LLM-based RPM systems. We then designed and implemented RECOVER, which features an
LLM-powered conversational agent for cancer patients and an interactive dashboard for clinical staff to enable efficient
postoperative RPM. Finally, we used RECOVER as a pilot system to assess the implementation of our design strategies with
four clinical staff and five patients, providing design implications by identifying crucial design elements, offering insights
on responsible AI, and outlining opportunities for future LLM-powered RPM systems.

CCS Concepts: • Human-centered computing → Human computer interaction (HCI); • Applied computing →
Health informatics.

Additional Key Words and Phrases: Cancer care, Patient-provider communication, Large-language-model
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1 INTRODUCTION
Gastrointestinal (GI) cancer refers to malignancies affecting the digestive tract (e.g. stomach, liver, esophagus),
accounting for more than 35% of all cancer-related deaths. Although surgical removal of affected organs or
tissues is a primary and effective treatment, postoperative GI cancer survivors remain at high risk of life-
threatening complications, such as sepsis and surgical leakage [13, 27]. Given the unpredictability of postoperative
complications due to varying patient recovery trajectories [93], close patient monitoring is crucial for early
detection and timely intervention to prevent medical emergencies, hospital readmissions, and fatalities [16, 82].

Traditional in-person hospital visits for postoperative follow-up stack scheduling delays, transportation burdens,
and infection risks to GI cancer survivors; thus, the remote patient monitoring (RPM) paradigm has become
particularly valuable by enablingmonitoring of patients’ health situation at home [63]. Yet commonly adopted RPM
methods are not clinically compliant for postoperative GI cancer care. Although phone calls by nurse practitioners
or tele-questionnaires offer guidelines for patients to report symptoms [63, 84], they either require high clinical
dedication or brings confusion and burden to patients such as the “survey fatigue” [55, 57, 78, 78]. Despite the
flexibility and convenience of mHealth platforms, patient messages through patient portals leads to fragmentation
and disruption of clinical staff’s busy workflow [55, 78]; design and usability issues of clinical user interfaces have
made it difficult to navigate patient data, extract actionable insights, and make clinical decisions [108]. These
limitations, thus, hinder timely decisions and interventions, and increase clinician burnout [16, 103]. There is an
urgent need for innovative RPM solutions that align with providers’ clinical workflows and information needs to
improve healthcare outcomes and enhance efficiency.
Recent advances in ubiquitous computing technologies and large language models (LLMs) offer promising

opportunities in collecting patient health information in rich multimodal formats and supporting clinical work.
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Research has used wearable devices like Fitbit to track cancer patients’ physical activities or time patterns
remotely [2, 30, 37]; interactive systems like conversational agents (CAs), some powered by LLMs, are designed
to check patients’ daily health states [31, 41, 47, 57, 74, 104]; yet the focus on general health information or
physiological metrics does not suit the specific clinical needs in RPM of GI cancer survivors [82, 102]. Meanwhile,
advanced LLMs exhibit strong natural language processing capabilities and excel in structured tasks [15, 77, 90].
Research has shown their effectiveness in medical text summarization and question-answering, demonstrating
their ability to integrate domain-specific knowledge and process health-related information [4, 60, 61].
However, current LLM-based CAs primarily handle general or administrative inquiries, which fall short in

critical contexts like postoperative GI cancer care [36, 70]; general-purpose LLMs lack domain-specific instruc-
tions, such as identifying critical symptoms, providing clinically responsible responses for patients, and clinical
guidelines and procedures. To design LLM-powered systems for RPM with clinical efficiency and better patient
health outcomes, we need further understanding of the needs and expectations from clinical staff and patients
through close engagement of these stakeholders. Therefore, we aim to bridge the gaps in RPM technologies by
investigating: What are the expectations and requirements of clinical staff and patients for an LLM-powered
telehealth system in postoperative GI cancer RPM? How should we design and implement a system for RPM that
complies with clinical guidelines and information needs leveraging LLMs?

To answer these research questions, we first conducted a participatory design study with five clinical staff in
GI cancer care and five postoperative GI cancer patients. Through seven participatory design sessions and five
interviews, we collected their expectations for such LLM-powered RPM systems and iterated design artifacts. The
process results in a key question and priority table for information collection, considerations for responsible LLM,
and LLM-powered visualization and interaction examples. Based on these findings, we summarized six key design
strategies for leveraging LLMs to build a RPM system that is clinically compliant, efficient, and responsible.

Following the design strategies, we designed and developed RECOVER, a system for remote symptom collection
to improve postoperative care. RECOVER’s two interfaces aim to: (1) integrate clinically critical guidelines and
flexible conversational protocols into an LLM-powered CA, enabling it to collect patient information corresponding
to key symptoms, and (2) offer symptom risk-based visualization, along with intelligent summaries, highlights,
and interactions, so that clinical staff can quickly identify critical issues and respond effectively. To assess our
design guidelines and user perspectives towards such LLM-powered RPM systems, we used RECOVER as a pilot
system to conduct user studies with four GI cancer care clinical staff and five GI cancer patients. Participants
engaged in clinical scenarios using our dashboard and conversational interface. The results highlighted the
system’s usability and support for efficiency, while also providing qualitative insights into how LLM-powered
features support the RPM process and inform future design of responsible and deployable systems.

Finally, we present key implications for designing LLM-powered systems for RPM in domain-specific scenarios.
We summarize essential design components, their potential long-term impact on patient care, and opportunities
to engage other ubiquitous technology and clinical resources for future development. Additionally, we discuss
considerations for implementing responsible AI in LLM-powered RPM systems, focusing on ethical, privacy, and
security aspects. This work presents three major contributions:

• Through understanding of stakeholder needs, we summarize six design strategies to leverage LLMs to
integrate clinical guidelines and information needs into RPM systems

• We present RECOVER, an LLM-powered system for RPM of postoperative GI cancer that is clinically
efficient and compliant, with key design artifacts.

• Based on our user study findings, we provide design implications and future opportunities for clinically
compliant, efficient, and responsible LLM-powered systems for RPM.
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2 RELATED WORK
Here we first review in Section 2.1 the challenges GI cancer providers face monitoring patients’ postoperative
recovery and traditional RPM practices. Second, in Section 2.2, we discuss recent advancements and limitations
of ubiquitous health technologies for RPM, some of which powered by LLMs, and the need for clinical integration
in postoperative cancer care. Lastly, we review recent advancements in LLMs that may potentially support the
RPM work of staff in our domain-specific clinical context in Section 2.3.

2.1 Postoperative GI Cancer Care Challenges and Practices
Gastrointestinal (GI) cancer causes around 3.4 million deaths per year worldwide, and the 5-year survival rates
are below 30% in many cases after their surgery [7, 66, 99]. Monitoring postoperative GI cancer patients is
challenging for healthcare providers due to the wide range of potential health issues patients may face. Severe
complications such as anastomotic leakage and sepsis [93, 105] are common, while changes in the GI system
can further disrupt patients’ nutritional status and quality of life (QOL), potentially impacting their long-term
survival [17, 34, 105]. Research work in surgical oncology has investigated preoperative factors such as lifestyle
data to identify high-risk patients [93]. However, many of the postoperative complications remain urgent and
unpredictable [66, 93].

After the postoperative cancer patients are discharged for their recovery at home, close monitoring of patient
health conditions helps address these unpredictable conditions through early interventions [28]. Following clinical
guidelines [88], cancer care institutions have adopted remote patient monitoring (RPM) systems to monitor certain
aspects of a patient’s health from their own home but also learned their limitations [63]. Traditional RPMmethods
such as phone calls, patient portals, or rigorous questionnaires could save time and travel efforts for both patients
and providers [63]. Yet the questionnaires are frequently lengthy and complex, leading to patients’ “survey fatigue”,
which significantly diminishes the quality and quantity of information gathered [57, 84]. Alternative methods,
such as secure messaging or phone calls, are typically one-way (from patients to providers) and often lack clear
instructions [20] to the patients who have limited health literacy [16]. Consequently, cancer care providers
continue to face a shortage of essential information for effective interventions and decision-making [103].
Additionally, León et al. [55] pointed out issues in telehealth systems for clinical staff including nurses and
specialists, including (1) additional workload such as documentation efforts, (2) disruption to the workflow, and
(3) false alarms and unclear data. In other cases, redundant information causes cancer care providers’ information
overload beyond their clinical duties, and thus necessary interventions could be delayed [11, 25, 103]. The
limitations in traditional patient monitoring methods in postoperative GI cancer care call for more efficient, user-
friendly technology for RPM while ensuring clinical adherence. Recent research by Yang et al. [103] summarized
some key information that cancer providers look for in their RPM practices, but how we might design such novel
technology remains under-explored.

2.2 Ubiquitous Systems for Remote Patient Monitoring in Cancer Care
Recent advancements in ubiquitous systems have significantly advanced the collection of patient health infor-
mation. Mobile health (mHealth) applications, sensors, wearable systems, and personal coaches have been used
to track patient stress levels and daily activities [38, 46, 50, 79]. In particular, some research in clinical settings
has designed and tested mHealth apps that effectively integrate questionnaires or wearable devices to track
patients’ activities and postoperative conditions [37, 82]. However, these solutions, mostly collecting structured
and quantitative data, still fall short in guiding patients to report descriptive domain-specific symptoms, and
lack flexibility and adaptivity regarding the various postoperative conditions of postoperative GI cancer patients
(e.g. feeling of pain or nausea) [103]. The provider interfaces also mostly present unprocessed raw data, further
overloading busy healthcare providers [82, 103]. Realizing these limitations, a recent co-design study with patients
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after immutherapy not only emphasizes the significance of patient-reported symptoms in RPM, but also advocates
for features that (1) correspond to specific side effects, (2) improve clinician interpretability and usability, and (3)
automate RPM tasks [52]. We are motivated to explore novel systems for RPM that integrate clinical guidelines
and needs into advanced interactive technologies.

2.3 Large Language Models for Clinical Work in Patient Care
The recent technological boost of Large LanguageModels (LLMs), such as GPT [75], offers a promising opportunity
for system designers to picture a more clinically compliant solution with LLMs’ great potential in engaging in
and scaffolding natural clinical conversations [45, 83, 100, 101, 107]. Researchers have explored LLM-powered
CAs for remotely collecting patient health data in areas such as public health interventions, chronic disease
management, and pre-consultation screening [31, 41, 57, 67, 70, 96]. For instance, a multi-modal CA by Chira et al.
[23] collects health data from patients with brain diseases by asking general check-in questions such as “how are
you doing today”. However, most of the LLM CAs focus on patient experiences or data collection, overlooking
the information needs of clinical staff, especially in high-risk cases like postoperative GI cancer care. Yet, good
clinical adherence could benefit intervention or decision-making in domain-specific conditions. Recently, an
LLM CA leverages QA datasets and wearable sensor data to help explain health monitoring data to patients (e.g.
glucose from wearable sensors) [32], revealing great potential for LLM-powered telehealth systems to integrate
clinical guidelines and symptom-related information needs. As LLM CAs continue to proliferate, we investigate
their potential in critical clinical settings for efficient and comprehensive RPM.

Meanwhile, language models have also shown their outstanding capability in processing medical domain knowl-
edge in clinical practices, especially in pre-trained models like MedPaLM[85], UmlsBERT[65], and BioBERT [53].
For healthcare professionals, researchers have also leveraged LLMs for clinical pre-screening [39, 94], risk predic-
tion [10, 35, 48, 73] and information processing [5, 6, 18, 51, 69, 71]. Specifically related to patient monitoring,
LLMs may optimize clinical workflow in basic tasks like scheduling or reviewing information [92]; some work
leveraged LLM benchmarks to analyze patient monitoring data [43], or multi-modal LLMs to automate patient
health monitoring [44]. Although LLM responses may align with clinical guidelines in general evaluations, they
may not directly adhere to domain-specific clinical work, such as those in need of evidence-based recommen-
dations [72]. In 2023, researchers integrated decision trees from medical literature for LLM-supported clinical
decision-making [58], but little work has explored how to design LLMs’ clinical integration for RPM or similar
postoperative scenarios.
Focusing on the experience of clinical staff, LLM-powered interfaces such as digital dashboards have been

designed for providers to process patient conditions in daily healthcare or emergency decision-making [103, 108].
However, these designs may not suit RPM for postoperative GI cancer, where both domain-specific provider
instructions, clinical specifications, and timely qualitative data from patients are essential. Some clinical studies
suggest using machine learning (ML) models to identify high-risk postoperative GI cancer patients [21, 93],
but such models have yet to be tested or deployed in real-world settings. Therefore, we aim to explore how
clinical needs and guidelines can be integrated with LLMs to develop an LLM-powered telehealth system for
postoperative GI cancer care and similar high-risk scenarios.

3 DESIGNING LLM-POWERED SYSTEM FOR RPMWITH GI CANCER PROVIDERS AND
PATIENTS

3.1 Methodology
We conducted two rounds of studies to gather insights for the design of our system: first, we interviewed GI
cancer patients to gather their experiential insights with postoperative care and digital health tools; then, we
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Table 1. Participant Information in the Participatory Design

DP# User Role Area of Expertise Years of Exp.

DP1 Patient coordinator Cancer care Over 20 years
DP2 Doctor Cancer and postoperative care, patient education Over 20 years
DP3 Doctor Surgical oncology Over 20 years
DP4 Doctor Cancer care, patient education Over 30 years
DP5 Patient coordinator Cancer care 1-5 years

conducted seven participatory design (PD) sessions with five clinical staff to design the system that follows
clinical specifications and can be seamlessly integrated into providers’ workflows to address their needs.

3.1.1 Interview with Cancer Patients. The research team first disseminated recruitment information via posters
and text posts to cancer support groups on social networking sites, which requires prospective participants to
complete a screening survey. Our key inclusion criteria are: (1) a diagnosis of GI cancer within the last five years
and (2) had undergone surgery related to cancer treatment after diagnosis. With these criteria, we recruited five
participants: two with stomach cancer, two with pancreatic cancer, and one with colon cancer. All participants
had undergone surgery in the United States and recovered in single-family homes or apartments. Participants
were invited to share their experiences recovering from GI cancer surgery, especially their needs and challenges
in communicating with their providers, and how they can envision a future AI-supported system for RPM.

3.1.2 Participatory Design with Clinical Staff. In this paper, we use the term “clinical staff” to cover two key roles
in patient monitoring based on existing work [55]: (1) doctors, including surgeons, internists, and oncologists,
who specialize in specific clinical areas, and (2) patient coordinators, such as nurse practitioners, who have
closer and more frequent contact with patients. The term “healthcare providers” also refers to clinical staff and is
used for generalization and brevity. We recruited five clinical staff using snowball sampling from two cancer
care institutions in the central U.S. (see Table 1 for demographics). All participants work closely with GI cancer
patients during surgery and recovery, and most of them have over 20 years of experience in GI cancer care.

3.1.3 PD Session Procedure. Since RPM involves multiple stakeholders: patients for data collection outside
clinical settings, and providers for monitoring and decision-making [89], our system design focuses on three key
components: (1) system architecture and information flow, (2) patient interface, and (3) provider interface. We
conducted seven participatory design sessions on Zoom, each lasting around 30 minutes. Three to five participants
joined each session to discuss different design decisions of the system and create design artifacts like drafts and
flowcharts. The sessions were held every one to two weeks over two months, as detailed in Figure 2.

Throughout these sessions, the research team documented participant inputs through note-taking and design
drafts. The recordings of these sessions were transcribed, and two researchers first used inductive coding to code
the transcripts and participant comments, then iterated the axial codes until consensus. We identified five major
themes on design insights from providers (see Section 3.3).

Designing Information Flow with Diagrams Based on Clinical Workflow. The researchers first created a Figma
diagram to illustrate the data flow between components. Providers reviewed the system architecture, focusing on
how the collected patient health data is stored and managed. As providers assessed the diagrams, they shared
how patient data is handled in clinical systems such as EHR and recommended changes to improve patient data
safety and privacy.

, Vol. 1, No. 1, Article . Publication date: February 2023.



RECOVER • 7

Conversation Flow

Interactive Dashboard

Information Architecture

Participants

Legend

Artifacts
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Question List
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Examples
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Fig. 2. PD sessions and their participants, discussion artifacts, and agenda.

Fig. 3. A PD session where participants commented on the conversation flow, and dashboard design version; the research
team confirmed the participants’ feedback by drawing lines and writing notes

Designing Conversation Flow for Patients. Before the PD sessions, two researchers drafted a pilot LLM CA
based on existing LLM CAs and clinical questionnaires (see Sections 2.1 and 2.2). The CA leverages GPT-4 [76].
The initial prompt asked general check-in questions, such as “How are you feeling today? Do you have any
discomfort?” followed by a few tailored follow-ups such as pain scales (see Table 4 for an example).
After testing the prompt with a synthetic model patient—a hypothetical postoperative GI cancer patient

experiencing pain and taking medication, representing typical postoperative conditions—the research team
gathered 2-5 conversation logs. Each log consisted of multiple conversation turns and was organized into a
Google Doc (see Appendix A.4). This testing aimed to evaluate the prompt’s ability to generate clinically relevant
and coherent interactions tailored to typical postoperative scenarios.

These logs formed the basis for discussions on (1) key provider questions for postoperative GI cancer patients,
(2) needed follow-up information, and (3) feedback on the conversation logic, chatbot persona, and task. Design
iterations focused on conversation logic, the key patient information that the system collects, and the expression
of empathy from CA. During PD sessions, participants reviewed and commented on the conversation log files,
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referencing reliable resources like the Common Toxicity Criteria1 [1] and their professional experience. The final
conversation flow design was achieved after nine major iterations of prompt revisions and provider feedback.

Designing Interactive Dashboard for Providers with Figma Prototype. We envisioned an LLM-powered dashboard
for clinical staff to review the patients’ monitoring data through enhanced information visualization and manage-
ment to improve efficiency. The dashboard is expected to be integrated into existing EHR systems. Researchers
first designed a pilot user interface in Figma (see Figure 10) [33], resembling a simplified view of a typical EHR
system dashboard: a patient list on the left panel, with patient health records and conversation summaries
displayed in the central area, and detailed views accessible via clicks. Throughout the PD sessions, participants
suggested interface improvements and new design ideas (Figure 4). Discussions focused on three areas: (1) the
overall layout and key sections providers prioritize in RPM, (2) interaction flow and visual components in the
central section of the dashboard, and (3) useful interactions and layout for other sections.

3.2 Patient Perspectives
To start with, the patient participants (PP) reported a variety of symptoms and health issues that they experienced,
including pain and pain control (4 PPs), GI conditions, fatigue, wound care, breathing, physical activities, and
emotional breakdown (PP1, 2, 3, 5). The list of symptoms corresponds to the providers’ experience mentioned in
3.3. Meanwhile, the participants felt a lack of knowledge about their cancer surgery and recovery (PP1, 2, 3), and
therefore are in great demand of providers’ instructions and explanations. For instance, PP3 needed the nurse to
explain how and why he needed help managing the digestive system and symptoms, and PP2 double-checked
with the doctor about activity and dietary instructions.

Among their experience in remote communication, most PPs contact their providers through phone calls, with
only one using an online meeting (PP3) and one with a satisfactory telehealth system (PP4). One major challenge
for patients was the limited availability of clinical staff, especially as they identified their postoperative recovery
phase as needing quick response and instructions when they have symptoms. Three participants expected their
providers, especially doctors, to be more responsive in urgent situations (PP1, 2, 5), “when patients are in their
down moments, they need the doctors to be there 24/7... some things that come up after surgery are actually things
that require urgent attention” (PP2).
Built upon their experiences, the participants expected a conversational, responsive, and intelligent system for

RPM to support them during the postoperative recovery. Three participants envisioned a conversational agent
that answered various questions and offered solutions to their symptoms (PP1, 2, 3): “when you have something
like a doctor... we can have a conversation.” (PP3). In addition, two participants expected the system to be “readily
available” and offer “real-time replies” (PP4, 5), while PP3 suggested integrating more personal medical history to
offer better responses.

3.3 Design Insights from Cancer Providers
Probing Key Information based on Clinical Standards and Provider Experience. Participants expressed strong

interest in using LLM-powered CAs for collecting patient health data in RPM. Building on prior research, they
identified 13 essential questions for the LLM to ask, focusing on key symptoms for postoperative GI cancer
patients, such as breathing, pain, drainage, blood, and stool (Table 2). For example, the presence of blood in
the stool could indicate surgical complications (P4). Providers refined the wording of these questions to ensure
comprehensive coverage during patient interactions and assigned severity levels (“most severe”, “moderate”,
“least severe”), determined if a 10-point Likert scale should be used and suggested color for each question.

1Common Terminology Criteria for Adverse Events (CTCAE): A standardized tool for grading the severity of adverse effects in clinical
trials and routine clinical practice, alongside their professional experience. Available at: https://ctep.cancer.gov/protocoldevelopment/
electronic_applications/ctc.htm.
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Fig. 4. Dashboard Iteration Process. In each section, we present the key design versions of the corresponding module,
together with the provider feedback that we gathered in the PD sessions. The provider’s feedback guided us through the

design iterations.
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Table 2. The final version of key questions summarized by DPs, including their preferences on how to visualize patient-
reported information. For certain questions, experts suggested using a Likert scale or color coding to represent patients’
responses to reflect the severity of the symptom. For instance, if a patient reports difficulty breathing, it could be flagged as
a more severe health issue. The last column denotes our final design choice explained in Section 4.

Question Likert Scale Severity Color

Are you having difficulty breathing? Yes Most Severe red
Are you having a fever of over 100 degrees, or chills? No Most Severe red
Have you had black, tar-like stools? No Most Severe red
Do you have pain that sharply increases, or becomes unbear-
able? Yes Most Severe red

Are you having any wound drainage problems, such as redness
around your wound, bleeding from the wound, pus, or an open-
ing at the incision site?

No Moderate Severity yellow

Do you have a decrease in your ability to perform your daily
activities, such as not being able to walk to the bathroom? No Least Severe blue

Have you had a decrease in your level of consciousness? Yes Most Severe red
Have you had persistent constipation, nausea, or vomiting? Yes Moderate Severity yellow
Have you had persistent diarrhea? No Moderate Severity yellow
Have you been unable to tolerate food or drink? Yes Moderate Severity yellow
Do you have unexplained or new pain or swelling in one of both
of your legs? No Most Severe red

Have you been feeling down or depressed? No Least Severe blue
Is there anything else you’d like to comment on that I haven’t
asked about? No N/A purple

Participants also mentioned that patients tend to underestimate their symptoms which may have a huge impact
on their health through the recovery process: “... patients can under or overestimate their symptoms. So ... there are
patients when we call stoic... they’ll say I have shortness of breath, but it’s manageable, when it’s actually ... no, it’s a
significant one that requires a significant attention.” (DP3) Based on this observation, all participants agreed that
there should only be one severity level for each question; for instance, the system ought to display “most severe”
even if the patient reports shortness of breath at a Likert scale of 1 out of 10.

In addition to structured inquiries, the providers expressed a keen interest in utilizing the LLM’s capability to
adaptively probe deeper into patient responses. DP4, drawing from extensive experience with GI cancer patients,
noted that open-ended questions often yield the most informative responses, allowing patients to describe their
symptoms in detail.
DP2 emphasized the utility of narrative responses to validate and enrich the data collected, highlighting the

need to both confirm and elaborate on patients’ descriptions of symptoms. For example, the patient’s initial
description of a symptom would prompt follow-up inquiries to validate the information and gather details. DP2
suggested a dual approach: “Ask them to talk openly about how they feel, then compare their narrative with specific
answers like yes or no” (DP2). Consequently, the team established two types of follow-up inquiries: (1) for each of
the 13 key questions, specific prompts were devised, e.g., “Could you tell me more about when the pain started?”
and (2) for other symptoms mentioned by patients, the LLM was programmed to ask for details such as frequency,
severity, and impact where relevant.
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Balancing Timeliness, Effectiveness, and User Experience. In the meantime, providers also discussed the most
appropriate frequency of the check-in conversation to collect information from patients. As GI cancer patients may
experience great change postoperatively, frequent monitoring (e.g., daily check-in) is essential to the timeliness
of collected patient information; in particular, participants focus on patients’ conditions within the first 40 days
of their hospital discharge. Thus, our participants agreed that having the check-in questions performed on a daily
basis with a flexible flow would result in time and accurate responses.
However, as the participants discuss the question list for the LLM CA and the check-in frequency, they are

also concerned about the length of the whole conversation, as clinical questionnaires alone may take a long time
to finish via a CA. Participants are worried that the patient would feel bored, exhausted, or distracted if the daily
interaction is too long. “... we just felt like it was so unwieldy... we talked about dividing it into thirds... [But] we
settled in on a much more narrowly focused set of questions” (DP1). Thus, as mentioned in Section 3.3, participants
agreed on a narrower list with adaptive follow-up questions for a better patient experience. Furthermore, DP1,
DP2, and DP4 agreed on skip logic, where questions may be skipped if the patient has already given the answer,
or the conversation focuses on another particular symptom.
The discussion on improving user experience also involves the LLM’s expression of empathy. On one hand,

all participants agreed that it would be good for the LLM to acknowledge the patients’ discomfort so that the
conversation is more natural. On the other hand, some participants are also worried that an LLM expressing
empathy may make the patient uncomfortable and confused, especially in the healthcare setting.“... where
the bot says ’I’m sorry you [are] feeling this way’ it makes me kind of cringe... we have to be careful about this
anthropomorphization. If we are ascribing, giving,... human-like qualities, then they should be credible human-like
qualities. ... this is an artificial intelligence which is different from humans.” (DP6) As we will discuss in Section
3.3, our participants proposed that the LLM should remind patients of their roles as a CA instead of human
professionals.

Designing Responsible AI in Conversation. Another extensively explored scenario in conversational agents for
healthcare is health information seeking. In our system, although answering health-related questions is not the
LLM’s primary functionality, our provider participants also discussed how the chatbot should respond to patients’
questions. For instance, regarding a symptom description, “The bot needs to be able to differentiate between the
multiple symptoms addressed this question. For example, redness of skin would not affect one’s clothing; whereas
bleeding or wound drainage could soak the clothes” (DP1). Similarly, the providers concurred that it would be
beneficial for the LLM to provide objective explanations for medical terms (e.g. when a patient asks “what is
constipation?”) to aid patients with lower health literacy in understanding the questions.
However, providers are overall highly cautious about the safety risks within LLM responses. In conversation

logs, providers commented that some LLM responses expressing empathymay indicate clinical assessments, which
could be misleading to patients. For example, regarding the LLM response, “That’s great! You are maintaining
well.”, participants said “This is an assessment, which the bot is not supposed to do. Also, good food intake and
great appetite are not enough to say that the patient is ‘maintaining well.’” (DP5). For the LLM response, “I see, an
increase in bowel movement due to an increase in food intake isn’t necessarily a cause for concern.”, a participant
commented “This is concerning; scary, even!” (DP1) Thus, the LLM-powered system should be designed to be
responsible for its responses by avoiding giving clinical assessments or related indications.

In addition, the provider participants emphasized that the system should mitigate patients’ misunderstanding
of the system’s responsibility through clarifications, especially in emergent cases. DP3 specified that they wanted
the system to explicitly say that “if [the participant is] having an emergency, call 911, we’re not your 911” (DP3)
Thus, the LLM-powered system should always clarify its responsibilities to avoid misuse. In summary, we derive
that the design should emphasize accountability and establishing capability boundaries in LLM responses.
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Visualizations and Interactions to Promote Efficiency. Corresponding with the providers’ heavy workload
presented in prior work, our participants expressed a strong preference for an interface that presents the collected
patient health information that promotes their efficiency. Based on our Figma prototype iterations which is shown
in Fig. 4, participants agreed on the need for a visualization of all the patients’ daily conversation results presented
in the central section, so that they can quickly “have a snapshot” of the data (DP2). For all questions, they look for
visualizations in color codings, so that the levels of severity could be immediately reflected. Specifically, doctors
proposed color-coding rubrics to denote the priority of the information that should be reviewed. “... so that [the]
pain should always be reviewed right? Something that’s a priority. ” (DP4) Additionally, they expected visualizations
like meters to reflect patients’ responses in Likert scales as well as a uniformed list. “...I think we wanna maintain
the first line as the dots... A small meter that shows ... completely a different line for the like a Likert scale for those...”
(DP2) We summarize their consensus on information presentation in Table 2. Lastly, the participants commented
on better formatting or arranging the LLM-generated analysis to offload the dashboard users. For example, the
summary in the upper right section can be listed in bullet points; the patients in the patient list could be sorted in
descending order of risks (from red to green and checked) (DP2). In summary, we design a visualization section
that effectively reflects key information to navigate the users’ attention.

Correspondingly, derived design implications for interactive features from providers’ needs to manage patients.
For example, in addition to the detailed conversation logs, DP2 is interested in linking the color visualization
dots to corresponding conversation logs; DP1 also agreed to our initial design to allow providers to manually
adjust the severity levels based on their action status with an interactive list selection. Following participant
inputs, we aim to design RECOVER dashboard with responsive interactions to help users quickly navigate to
details and take action.

Privacy concerns, sensitive information. The participants are particularly focused on addressing data privacy
concerns, given the highly sensitive nature of the collected patient health information and medical records. DP2
and DP5 advocate for the confidentiality of identifiable information, such as patient names and dates of birth, to
be maintained, with access restricted solely to the managing clinical team. Furthermore, due to security concerns
regarding third-party services such as Alexa Skill and LLM services like GPT from OpenAI, DP5 stressed that
RECOVER should prevent these platforms from misusing identifiable or personal health information. Therefore,
we aim to design our LLM-powered system for RPM to safeguard patient data.

3.4 Design Strategies
Wenote our patient and provider participants have different focuses for design expectations towards LLM-powered
systems for RPM. While the patients focus more on the explainability and responsiveness in the system (DS2, 3),
the providers emphasize how such a system could support efficient clinical work while being responsible (DS1, 4,
5, 6). Thus, we design different components of the system focusing on strategies supporting the corresponding
stakeholder group.

Based on our PD findings above, we summarize the following 6 key design strategies (DSs), which will guide
us in designing and developing the LLM-powered system in Section 4:

• DS1: Collect clinically critical patient conditions leveraging LLM’s strength in analyzing and interpreting
natural language (Section 3.2 and 3.3). DS1 considers patients’ needs to receive guidance in reporting their
symptoms and providers’ expectations to have critical patient symptom information. Given that LLMs are
good at analyzing both clinical and natural language use, designers could focus on using LLMs to collect
key information by scaffolding interaction and mapping clinical instruction to oral language (Section 4.1).

• DS2: Using LLM to offer a comprehensive, interactive, and explainable patient-CA experience (Section 3.3,
and 3.2). Given users’ disparities in health literacy and clinical expectations for comprehensive language
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for patients, an LLM-powered conversational agent will help with patient-side communication through
explanations and adaptive language use for each patient.

• DS3: Ensuring a responsive patient interface with LLMs that collaborate with clinical staff (Section 3.2 and
3.3) Given the gap between patients’ needs for quick response and providers’ in our formative study, we
use the LLM for initial response to patients while clinical staff offer further clinical instructions later.

• DS4: Designing LLM-supported effective visualization that helps clinical staff focus on crucial updates
(Section 3.3) Considering the clinical advocacy for visualization to draw attention to crucial abnormalities in
PD sessions, LLM could perform data analysis on patient health information from the backend to generate
prioritizing visualization.

• DS5: Filtering key information using LLM for efficient clinical review (Section 3.3) Similar to DS4, LLM’s
strength in analyzing language could also support clinical review by highlighting key information such as
key words and matching visualization to details.

• DS6: Mitigating privacy, safety and ethical risks following responsible LLM requirements. The requirements
include the accountability and capability boundary in LLM responses, as well as anonymity and transparency
in data use related to LLMs (Section 3.2 and 3.3 ) It is also essential that the use of LLMs are under human
supervision as regulated in access to sensitive information (Section 4.3).

4 THE RECOVER SYSTEM DESIGN
Following the design strategies that we summarized in Section 3.4, we designed and implemented the RECOVER
system (see Fig. 5). RECOVER has two main user interfaces: (1) a conversational user interface powered by a
large language model (LLM) (Section 4.1), and (2) a web-based dashboard for clinical staff (Section 4.2). In this
section, we first elaborate on the key design decisions by their interfaces and then the technical details.

Patient
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Fig. 5. System architecture of RECOVER. The red, purple, and blue arrows represent data generated by the Conversation
Module, Information Extraction Module, and Summarization Module, respectively.

4.1 Patient Interface and Interaction
Given our participants’ expectations for conversational agents(CAs), we developed and implemented a CA as the
user interface for postoperative cancer patients. In particular, we used an Alexa Echo Dot, a voice assistant widely
adopted in prior studies for patient-facing healthcare [19, 62], in our study. This interface allows users to interact
naturally with the system, facilitating an easier and more intuitive way to regularly report their health conditions
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In this section, we introduce the three parts of our system prompt: System Definition, Clinical Guidelines, and
Task Description. We show how they are structured to guide the flow of conversation, ensuring relevance and
appropriateness in the context of patient care2.

System Definition. The System Definition part of the prompt aims to provide general information and guidelines
to the CA, supporting DS2 and DS3.

• Persona Information: To ensure the CA will be friendly and empathetic and to support DS3, we first
incorporate instructions in the prompt defining the CA as an assistive agent for clinical RPM.

• User Description: To ensure the CA’s understanding of the context and the user, the LLM is then prompted
with the user description of a postoperative cancer patient.

• Allowlist and Denylist: To ensure the CA exhibits natural language and empathy (DS3) without providing
unsolicited medical advice (e.g., “this could be a problem”), we implemented both an allowlist and denylist
in the prompt setup. Each entry in the allowlist and denylist contains a guideline (e.g., “be friendly”) and
an example.

• Clarification and Accessibility: In traditional RPMmethods like questionnaires, patients may not understand
questions with limited health-related knowledge and thus seek further clarification from clinicians. To
address this issue, our system prompts the CA to phrase questions using simple language and respond to
any clarifications posed by the patient in a clear and natural manner. This strategy not only facilitates the
effective collection of symptom information from patients with limited medical knowledge but also ensures
that patients can actively seek and receive clear explanations regarding the queries raised by the agent.

Clinical Guidelines. To support our DS1 and DS2, the CA is prompted to pose questions based on a list of key
questions and to inquire further if a patient confirms experiencing a symptom. The list of questions (shown in
table 2) is gathered from our PD sessions.

Task Description. To support DS1, DS2, and DS3, the third part of the prompt specifies how the LLM response
should be derived in each round.

• Conversation Flow: Following our DS1, we designed our overall conversation flow and used natural
language to describe the flow in the prompt as a big picture. First, the CA should greet the patient with
expressions like “How are you doing today?” Second, the LLM should process the predefined key question
list in the Clinical Guideline to identify the first unanswered question, ensuring the conversation covers all
essential topics. Then, in the last two steps, the CA should wrap up the conversation and respond to the
user’s further conversations.

• Chain-of-Thoughts Prompting: Guided by our DS1, we initially designed the LLM-powered CA to mark a
symptom as “not reported” only when the user explicitly states they do not have that specific symptom.
However, during the prompt iteration process, we observed that the system frequently omits questions
from the predefined list. The LLM often assumes that all questions have been answered when the user
responds with “I’m feeling great” to general inquiries, or it fails to ask follow-up questions for the second
symptom when the user reports multiple symptoms simultaneously.
To address this issue, we developed a chain-of-thoughts approach [97]. This approach, specified after
the Conversation Flow, requires the LLM to (1) go through conversation history with all key symptom
questions (2) mark their current status (one of “not discussed,” “in discussion,” or “discussed”) and (3) decide
which question should be asked, in every conversation round. The LLM should only mark a question as
“discussed” after the user has explicitly answered the key question and all related follow-up questions.

2The full prompt example can be found in Appendix A.7
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Fig. 6. Final Design of the RECOVER Dashboard. We present three key sections and the major interaction flow that connects
them: (1) from patient list to patient detail, (2a) from patient list to key questions, (2b) from key questions visualization
to detailed log, and (3) from daily report to summary. Each section also includes local interactions to review and manage

patient reports.

Using the Prompt. We implemented our LLM-powered CA utilizing the GPT-4o model [77]. To form one system
prompt, the three parts are combined in the listed order with a short title (see Appendix A.7). Each day, the patient
activates our Alexa Skill with “Alexa, Open Recover Bot” to start the conversation. During each conversation
round, the user’s speech is captured by the Alexa Dot Speaker and forwarded to the backend API server via the
Alexa Skill. The server retrieves the day’s conversation history and the system prompt specified in the config file
and uses this information to get the LLM response from the OpenAI service. After getting the response, Alex
Echo Dot replies to the patient and listens to the next message from the patient.

4.2 Provider Interface and Interaction
Drawing on insights from our PD process, we designed and implemented a web-based system for healthcare
providers (see Fig. 6). This system processes the raw conversation log between the patient and the conversational
agent and then displays and visualizes the data on a web dashboard. In this section, we first introduce the two
main modules of our system, followed by a detailed presentation of the dashboard design.

4.2.1 Information Extraction Module. Raw conversation logs are often lengthy and difficult to navigate. To
facilitate the efficient review of critical information, we designed the Information Extraction Module. This
module extracts answers to predefined clinical questions (Table 2) and categorizes symptoms based on patient
responses. If the patient answers “no” to a question, the corresponding symptom is marked as “not reported”. If
the patient answers “yes”, the symptom is classified according to its clinical severity: least severe, moderate, or
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Fig. 7. Visualization of KeyQuestions: An example of the local interactions within each section.

most severe. For questions with Likert scales like breathing, this module also extracts the Likert scale reported
by the patient. Additionally, this module identifies which questions were addressed in each conversation log,
ensuring a structured and comprehensive review of patient-reported information.

4.2.2 Summarization Module. When the conversational agent asks follow-up questions, the diverse and dynamic
nature of patient responses makes it unsuitable to display the information in a structured format. Therefore, to
provide a quick overview of key unstructured information, we designed the Summarization Module. This
module summarizes detailed, unstructured information reported by the patient, enabling efficient review by
healthcare providers.

4.2.3 Dashboard UI Design. The screenshot of our system is shown in Figure 6. Here, we introduce the four
main components of our dashboard UI: the Patient List, the Patient Detail, and the Report Detail.

Patient List. The patient list, organized by severity as assessed by the model, is displayed on the left side of
the dashboard, with interactions following DS4. Patient with unread conversations are emphasized by formatting
the patient’s name in bold. A colored dot to the left of the patient’s name represents the patient’s severity rating,
with basic demographic details beneath the name. Clinical staff can edit the severity rating of a patient and
manually mark a patient as “reviewed” by clicking the dot on the left.

Patient Detail: Key Question Visualization. We also designed the patient detail panel based on DS4 (see
Fig.7), which is positioned at the center of the dashboard. Detailed demographic information is displayed at
the top, while the bottom section visualizes answers to key questions. Reported symptoms with least severe,
moderate, and most severe will be marked as blue, yellow, or red, respectively. If the symptom is absent, the dot
remains green. Some symptoms are assessed using a 10-point Likert scale. Clinical staff can hover over the dot to
inspect the score. Each symptom is linked to associated conversation logs. Clicking on a symptom’s dot navigates
the user to the specific conversation log about that symptom in the “detailed log” panel on the lower right. To
edit the severity, users select and click the dot again.

Report Detail: Summary and Detailed Log. Following DS5, we developed a “Report Detail” section on the
right side of the interface. At the top of this section, a “Conversation Summary” displays key information extracted
from the conversation log, accompanied by a space for notes. Below, the raw conversation log is presented,
allowing healthcare providers to review the exchanges between the conversational agent and the patient.

4.3 Implementation and Technical Details
4.3.1 Prompt Design and Iteration. As mentioned in Section 4.1 and 4.2, the RECOVER system integrates clinical
guidelines to LLMs through three prompt components. The patient conversation prompt is a longer prompt
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Fig. 8. Technical Architecture. Our system backend modules are built upon OpenAI API and connected to a Postgre SQL
database. We use Alexa Skill for the patient Alexa Dot interface and NGINX frontend for the provider web dashboard.

that guides the patient-LLM CA interaction; meanwhile, the information extraction prompt leverages LLM to
extract key symptom information from the conversation log, which is used for further visualization; after the
conversation, the summarization module takes the key information and prompts the LLM to generate a summary
for clinical review. The research team iterated the text prompts in three phases: (1) The design phase: during PD
sessions, researchers present example conversations from the latest version of the prompt and address system
limitations given participant feedback, e.g., unsatisfactory logic, not addressing liability risks (Section 3.1.2) (2)
The implementation phase: members of the research team tested the RECOVER system daily and updated the
prompts if any unexpected LLM output occurred, e.g., response too long or too short, not handling typical edge
cases (3) The user testing phase, where we leveraged stakeholder feedback from user study sessions to further
improve the prompts.

4.3.2 Technical Architecture. The system primarily consists of three components: (1) the Voice User Interface,
operated on an Alexa Dot smart speaker; (2) the backend along with the database; and (3) the web-based dashboard
designed for healthcare providers. The LLM-powered CA is developed as an Alexa Skill as mentioned in Section
4.1. The backend is built using the Flask framework. Patient information, conversation logs, LLM-generated
summaries, and severity scores are stored in the database. For object-relational mapping, we employ SQLAlchemy.
A simple SQLite database is utilized for the user study; however, for real-world deployment, the system is
compatible with any Database management system. The frontend is developed using the Vue.js framework and
NaiveUI components, hosted using the Nginx HTTP server. It interacts with the backend API using axios to fetch,
display, and visualize patient information, severity scores, and conversation logs, allowing healthcare providers
to conduct thorough inspections. Following our DS6, to mitigate privacy concerns associated with the use of
LLMs, we employ the OpenAI service hosted on Azure. Its HIPAA compliance guarantees that our conversation
logs cannot be accessed by third parties.

5 USER STUDIES: PILOT STUDIES WITH GI CANCER PROVIDERS AND PATIENTS
To assess our design guidelines and inform future design of similar systems, we used our RECOVER system as
a pilot study to conduct user studies with GI cancer patients and providers. In our efforts understanding user
perspectives and experiences, we aim to study:
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Table 3. Backgrounds of User Study Participants

EP# Role Years of Experience Responsibility Related to GI Cancer

EP1 Patient Coordinator Over 20 years Patient coordination and communication pre- and
postoperatively

EP2 Patient Coordinator 1-5 years Patient coordination and communication pre- and
postoperatively

EP3 Doctor Over 30 years Clinical treatment and diagnosis
EP4 Clinical researcher Over 20 years Clinical research and patient education

• RQ1: Are our design decision for LLM-powered systems for RPM effective for clinical work in GI cancer
care?

• RQ2: What are the future opportunities and concerns from GI cancer care providers and patients towards
such LLM-powered systems for the postoperative RPM?

5.1 User Study 1 with Clinical Staff
5.1.1 Participants and Procedure. We recruited GI cancer healthcare providers from a maintained participant
mailing list after IRB approval. Like the participants in 3, they are highly involved in daily communication and
treatments of GI cancer patients. Their detailed background is listed in table 3.
After introducing the study, we assigned provider participants roles reflecting their daily responsibilities

(doctor or patient coordinator) and a scenario involving monitoring a postoperative GI cancer patient (post-
hemicolectomy for stage 2 colon cancer, experiencing abdominal pain and constipation). We then played a
demonstration video showcasing the LLM-powered CA’s interaction with the patient, covering key symptom
inquiries and follow-up questions. Participants later discussed their impressions of the conversation quality and
the CA’s performance, as outlined in Section 3.

Next, participants accessed the RECOVER dashboard via a provided link to complete tasks in their professional
roles. The tasks include: (1) locating “Patient 2 Bella”, reviewing the latest report, (2) analyzing visualizations,
conversation logs, and summaries, (3) annotating actions or comments, and updating the patient’s status to
“reviewed”. Participants were asked to share their screens while navigating the dashboard and encouraged to
"think out loud" to share their thoughts on the interface and interaction design. This was followed by a semi-
structured interview where participants provided feedback on the system’s design, its utility in postoperative GI
cancer RPM, and potential improvements.

Lastly, they completed a short evaluation questionnaire. Our questionnaire includes the System Usability Scale
(SUS) [14] (ten likert-scale questions) to evaluate the usability of the dashboard. In addition, we list questions
about how much the LLM-powered functionalities may be reliable and supportive of their RPM work. The
questions had a 5-point scale, as listed in Appendix A.5.1 All the user study sessions were conducted via Zoom,
recorded, and transcribed after gaining participants’ consent. We summarize our findings below, presenting a
balanced view of user interactions, system evaluations, and potential areas for improvement in RECOVER.

5.1.2 Findings. Overall, our participants find our system highly user-friendly and comprehensive, and the LLM-
powered features could help them prioritize critical cases in monitoring postoperative GI cancer patients, and
look forward to system deployment and further integration.

High Usability and Task Efficiency. Participants report great usability of our dashboard interface, with an
average SUS score of 93.75 (𝑠𝑑 = 5.204). As shown in Table 9, all participants completed the assigned tasks
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Fig. 9. Our user study session. A participant is navigating on the dashboard to complete the given task to review patient
report.

independently or with the researchers’ hints within two minutes on average. Specifically, participants commented
that the system is “easy to use”(PP2), and more straightforward than some current Electronic Medical Record
(EMR) platforms (PP3).

Enhancing RPM Through LLM-Powered Contextual Insights and Visualizations. All participants strongly agreed
that the system could overall effectively support their RPM of postoperative GI cancer patients, as shown in
our questionnaire ratings in Table 5. Participants also rated highly on specific LLM-powered features, including
conversation, visualization, summary, and conversation log highlights in their correctness and support for RPM,
with at least 3 out of 4 participants ranked as “Strongly Agree”. For the conversation, participants are excited ahout
the logic of narrowing down and the LLM’s ability to infer patient symptoms from the context. “it’s interesting to
see how one particular question can lead to other areas of interest. ” (EP1)
For the dashboard, all participants find the colored visualization particularly helpful for them: “I think it’s

going to be really easy to get a view of multiple patients at once which is going to be critical” (EP1). EP1 also liked
the current options to keep the colors for each symptom or make adjustments. Participants also find the other
LLM-powered features could promote their efficiency: “without having to delve into the detailed log, [the summary]
tells the reader things they need to know right away” (EP2); the ordering and colors in the patient list “focus my
thinking and my attention on the things that are most important for a post-op patient” (EP3); conversation logs and
demographic information also support contextual considerations (EP3).

Addressing Patient Experience, Safety Concerns, and System Clarity . Corresponding to our PD findings, the
participants suggested improvements and concerns about patients’ experience, safety and system clarity. For the
conversation with patients, EP1 and EP3 noticed pauses before the CA’s response, and suggested that we try
reducing the response time or add this reminder to patient instructions in order to improve the patient experience
and ensure a smooth onboarding. With two participants voting “Strongly Disagree” or “Disagree”, the safety risk
from the LLM conversation to patients is the topic that participants are most concerned about. EP1 expressed
the wish to always avoid medical advice when prompting AIs to interact with patients, and only utilize AI for
“information gathering”.

We noticed that the participants paid extra attention to wording on the dashboard. EP1 commented that the
LLM could “... reserve [the word] “discussion” for an actual live exchange, and ... it could be something like “patient
reported”...[so that]We can have a distinction between when we talk to them, and when the bot talks to them.” (EP1)
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EP4, meanwhile, prefers the wording to be more concise, e.g., from “26 y. o. female” to “26F”, and use shorter
phrases for summary bullet points. The experts believe that these improvements will improve system clarity and
efficiency.

Patient Engagement, Integration, and System Reliability. Overall, our participants expressed strong interest
in deploying RECOVER or similar LLM-powered systems for RPM in real-world settings. Some participants
suggested a next step to further engage postoperative patients in this RPM process. “for the patient to be able to see
their own dashboard and be able to click something that generates a message to their doctor’s office.” (EP1) EP1 added
that the system could be integrated with commonly used solutions such as the patient portal, potentially as a
temporary add-on “that is only used and deployed for a defined period of time.” (EP1) Similarly, EP4 suggested that
the system includes“a place where we can, at the end of the or throughout the process, indicate what happens to the
patient” (EP4), tracking patient treatments and outcomes like EMR systems. On the other hand, the experts also
discussed concerns about the future deployment of such systems for RPM. Apart from EP1’s concern about LLM’s
safety risk to patients and unclear wording to participants, EP4 also mentioned the potential loss of information
or connectivity issues, emphasizing the importance of information backup.

5.2 User Study 2 with Cancer Patients
5.2.1 Participants and Procedure. We recruited the same patient participants to test the RECOVER system’s
patient interface. The studies were conducted remotely via Zoom and researchers used a functioning Alexa Echo
Dot in view of the laptop camera, allowing participants to interact with the CA via Zoom audio and video.
Participants completed three tasks: (A) imagining a phone call or patient portal interaction with healthcare

providers, (B) reflecting on their experience filling out a symptom-reporting questionnaire, and (C) interacting with
the RECOVER bot, followed by demo videos of both patient and provider interfaces. After the tasks, participants
filled out a questionnaire, including (1) a system usability scale (SUS) [9, 56] to evaluate the RECOVER CA and
(2) ratings on availability, ease of understanding, and key symptom coverage of RECOVER CA compared to
healthcare providers (Task A) and questionnaires (Task B), using a 7-point scale (See Appendix A.6). Follow-up
interviews gathered feedback on the chatbot, symptom reporting, desired features, and future concerns.

5.2.2 Findings. The participants rated the system’s SUS score with an average of 85, indicating overall good
usability. All participants rated “strongly agree” for “I would imagine that most people would learn to use this
system very quickly.” and all rated “agree” or “strongly agree” for “I think that I would like to use this system
frequently.”. Participants appreciated the simple “easy to use” interactions (PP2, PP4) and the LLM CA’s “top-notch”
capability to understand human responses (PP2, PP3). “It was more of like having a mutual conversation with the
doctor” (PP2)

Compared to contacting healthcare providers from home or filling in a questionnaire, most participants rated
from “slightly better” to “much better” for the RECOVER bot’s performance. Not only did four participants report
the availability of RECOVER better than the providers, but all participants reported “the extent to which the
RECOVER bot covers key details of symptoms” and the ease of understanding is about the same as or better than
contacting healthcare providers. The patients also rated the RECOVER bot better or the same as questionnaires
in all three aspects. The detailed results are presented in Table 6. Participants not only favored the conversational
features to interchange rich information(PP2) but also found the clinical integration helpful. “I like the whole
system because showing how the intensity, the symptoms, at times you will even not know like some symptoms are
a red flag. So it keeps you updated on what to watch out for by yourself without necessarily having to call in or
someone ask you. ” (PP1). PP2 and PP5 further pictured the system could integrate more clinical knowledge and
medical history.
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The patient participants expressed some concern about the LLM CA in a real-world deployment. PP4 suggested
“create as much awareness as you can” to minimize people’s stereotypes towards RPM technology. PP3 and PP5
admitted that the privacy issue should be made aware, “try to encourage anonymity, whereby someone can fully
give the information without necessarily giving out their details such as their phone number, their name.” (PP5).
Interestingly, many participants adhered to the given scenarios when reporting symptoms in Task A but added
personal symptoms in Task B, and even more detailed symptoms and questions in Task C. For instance, PP3
mentioned issues with daily activities and low mood, while PP5 reported having a fever to the chatbot. This
suggests that the LLM CA helps collect richer patient health data than traditional methods but also brings potential
privacy risks as patients may share more personal information.

6 DISCUSSION

6.1 Implications to LLM-powered Systems for Remote Patient Monitoring
Through our design and review process, we identify three major components that are crucial for LLM integration
into clinical RPM systems: (1) a descriptive protocol, such as a flow diagram or a set of text-based instructions, to
guide interactions for collecting patient health information; (2) a comprehensive list of key information that the
LLM is expected to cover; and (3) a priority mapping framework to assist clinical staff in reviewing information
or determining future actions. With these elements, LLMs can effectively incorporate domain-specific clinical
guidelines and needs into remote patient monitoring systems, thereby providing robust support for clinical
workflows.

Prior studies have highlighted the importance of aligning digital health tools with clinical workflows to
enhance their adoption and efficacy [64, 87], with some exploration of clinical integration only on decision-
support or documentation systems [22, 80]. Our RECOVER system, extending the RPM systems beyond general
inquiries, integrates domain-specific clinical information needs to enhance its ability to provide timely and
relevant patient monitoring. We picture that such LLM-powered systems may impact the RPM work from the
following perspectives.

Long-term Impact to Patient Care In clinical practice, the integration of LLMs may significantly alter standard-
ized workflows. For example, follow-up phone calls made by nurse practitioners or patient self-reporting may be
supplemented with LLM-assisted tools based on (1) the descriptive protocol, then reducing the time and effort
required for routine monitoring and data collection with (3) priority mapping framework. This revised work-
flow would involve a combination of LLM-supported monitoring and human-led clinical visits, with providers
remaining central to decision-making and patient care. Still, in this transformation, designers must carefully
evaluate which steps can be simplified and which should remain integral. For instance, face-to-face visits and
physical examinations should continue to play a critical role in patient care, ensuring the reliability and safety of
high-stakes clinical decisions.
Apart from supporting clinical work in RPM, LLMs may also enhance patient education beyond existing

question-answer chatbots [40] with (2) a comprehensive list of key questions. By engaging patients in scaffolded,
professionally guided conversations, LLMs could help reinforce awareness of critical symptoms and health
conditions during daily monitoring. This approach has the potential to encourage patients to adopt more
proactive and informed health management practices. Long-term health monitoring could potentially shift the
focus from reactive, short-term responses to sustained, preventative care.

Engage Clinical Stakeholders when Facing Design Conflicts. As we integrated domain-specific knowledge into
our system design, we observed differing perspectives between cancer care providers and HCI researchers and
designers. For instance, since there were no written clinical coloring guidelines available, our research team first
followed common mental models and design conventions to use the colors red, yellow, and green to indicate the
severity of symptoms. Unexpectedly, the provider participants completely disagreed with this design, arguing that
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colors should be used to note the importance of different symptoms, while numbers should indicate severity. This
feedback prompted adjustments to our initial designs to better align with clinical needs. Thus, we suggest that
future designs of LLM-powered systems for RPM should always closely engage clinical stakeholders in reviewing
and testing the design so that they are clinically effective. Furthermore, integrating recent HCI advancements
in data visualization, collaboration, and time management [12, 59] can further enhance these systems. Future
research could consider incorporating information about providers’ schedules, digital tools, and collaborative
workflows to support both decision-making and managing the complexities of GI cancer recovery.

Challenges and Needs in LLM-powered Conversational RPM. During our design process, we also identified
several limitations and opportunities for improving LLM systems in clinical applications. One key challenge
is the limited availability of open and standardized clinical guidelines. Every disease has unique requirements,
and existing resources often lack the depth needed for generalizable solutions. Expanding digitally curatable
datasets, such as structured text or annotated images, could address this gap and enable broader applicability of
such systems across diverse clinical scenarios. Another challenge lies in patient interaction, as many symptoms
and expressions are highly personal and subjective, sometimes even non-lexical [91]. Researchers could explore
different ways to collect and validate patient expressions, such as novel interaction techniques, conversation
design, or sound processing algorithms.

Multi-modal RPM with LLM as a Central Component. Beyond our design process, we also picture further devel-
opment of LLM-powered RPM systems. The domain-specific nature of clinical scenarios influences how clinical
guidelines should be integrated with LLMs. In our design, we focused on using an LLM-based conversational
agent (CA) for collecting patient-reported data in postoperative GI cancer care, where symptoms are primarily
internal and can be described through language. However, for other conditions, such as cardiovascular disease,
incorporating additional data collection devices, such as mobile sensors, could be essential. Recent advancements
in ubiquitous computing, such as actionable sensing and detection [3], could be integrated into the RPM process.
In such cases, LLMs could serve as a central component for managing and analyzing multimodal data, processing
diverse inputs and presenting actionable insights to providers through an interface. LLMs are particularly suited
for non-emergency, long-term monitoring scenarios. In ubiquitous computing and patient monitoring contexts,
LLMs can leverage clinical guidelines to analyze and synthesize data from multiple modalities, enhancing the
comprehensiveness and effectiveness of patient management systems.

6.2 Responsible AI Systems for Remote Patient Monitoring
6.2.1 Accountability and Responsibility Boundary in AI Responses. Researchers have outlined principles for
responsible AI, emphasizing fairness, explainability, and accountability [8, 29], which in clinical contexts extend
to opacity, responsibility, and reliability [86]. Building on these foundations, our study demonstrates practical
implementations of responsible AI in RPM. During our PD sessions and user studies, the participant feedback
emphasized the importance of accountability and objectivity, while ensuring that users are clearly informed of
the system’s capability boundaries. Future LLM-powered RPM systems should emphasize a section specifying
responsibilities and boundaries of LLM agents; there could also be a checking step before the agents return the
responses to users to filter out risky content.

6.2.2 Caution against Over-Reliance on AI. Prior work has shown that AI can streamline healthcare workflows
and reduce provider burden [106], but our findings highlight the risks of over-reliance on AI in RPM, particularly
when patients underestimate symptom severity. This can lead to AI-generated recommendations that overlook
critical health issues, emphasizing the need for human oversight in system design. Our study revealed differing
attitudes toward AI-generated clinical suggestions: GI cancer patients were less concerned about ethical risks,
while providers exercised greater caution. This suggests patients may lack awareness of potential dangers,
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underscoring the importance of stricter, safety-focused approaches. To address these risks, our design strategies
emphasized the safety of AI-generated content and ensured the availability of original logs for review. Based
on prior research [49], we advocate for rigorous provider inspection of AI outputs, especially in high-stakes
healthcare contexts. Approaches like human-AI annotation for LLM label verification [95] could help ensure AI
suggestions are properly reviewed and interpreted to avoid misdiagnoses. Ultimately, system designers must
recognize that automation does not always equate to better care, and in many cases, human-AI collaboration
may be the optimal solution for AI-supported healthcare workflows.

6.2.3 Privacy and Security Concerns and Privacy-Utility Trade-Off. As discussed in prior work and by our partici-
pants, how an LLM-powered system in healthcare may properly handle sensitive and private information must
be addressed [26, 68]. Existing work has discussed the risks of AI in creating bias among patients or producing
hallucination [24, 42, 54] With our provider and patient insights, we highlight that LLM-powered systems must
prioritize patient anonymization and proactively warn patients of the associated risks for revealing personal
information. Furthermore, we notice a potential trade-off between protecting patient privacy and system utility.
During user studies, patients unintentionally share more personal data due to the natural, open-ended conver-
sation with LLM CA. Although such detailed patient information may promote system utility through a more
customized and personalized conversation experience as well as LLM summaries, more personal information
increase privacy and security risks. Thus, system designers should consider the privacy-utility trade-off and
adjust balance according to clinical regulations and user acceptance.

6.3 Expectations for Real-world Deployment
In response to our evaluation findings, participants expressed a strong interest in the deeper integration of
RECOVER with existing telehealth platforms to enhance the capabilities of RPM. The LLM conversation, visual-
ization and LLM-generated analysis could be made available to patients or their caregivers for review; further,
patients and providers may leverage the conversation log to initiate or enrich secure messaging communication
or appointments. This suggestion for further patient engagement aligns with the growing trend towards patient
“self-management” in clinical practice [81], emphasizing the importance of patient engagement in their own
health processes.

To further tailor the system to individual needs, future systems could include customization and personalization
features that consider the progression of a patient’s recovery timeline. Firstly, some EHR data such as current
medication, demographics, and side effects or common surgery complications could be integrated to LLM
protocols. Also, RECOVER could dynamically adjust its interaction protocols—altering the frequency and depth
of questions based on how far a patient is post-surgery, or vary in communication styles [98]. This adaptive
approach could significantly improve patient engagement and adherence to care plans.
Prior to a broader deployment, comprehensive instructional materials for patients and training programs for

providers will be essential. These resources will ensure that all users are well-prepared to utilize the system
effectively, understanding both its capabilities and limitations. Moreover, extending RECOVER to other clinical
settings and health conditions could enhance its utility and provide valuable insights into its adaptability and
scalability.

6.4 Limitations
We acknowledge several limitations of our work. Firstly, the design of our system RECOVER focuses on postoper-
ative GI cancer. Although the system is potentially applicable to other RPM scenarios that involve domain-specific
or time-sensitive information collection or review, it may not generalize well to other clinical scenarios such as
other cancers that do not require surgical intervention or involve multiple postoperative complications. Secondly,
we acknowledge limitations in our participant selection. Since the system primarily aims to assist clinical work,
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our study focuses more on clinical staff and less on postoperative GI cancer patients. The small sample size
limits our study to a preliminary assessment rather than a rigorous deployment. The recruitment was difficult as
many postoperative patients are in vulnerable conditions and prefer to focus on recovery, while clinical staff
may lack GI cancer care experience or availability for multiple study sessions. Additionally, some evaluation
participants were involved in the formative study, which could introduce positive bias. However, the final design
and implementation of RECOVER were not disclosed before the user study, and our evaluation focused on
participants’ behavior and attitudes toward the system rather than specific features. In the future, we plan to
engage more healthcare professionals and GI cancer patients for further evaluation. Finally, this work does not
involve deployment in a real-world setting. To address these gaps, we are recruiting GI cancer patients prior to
their surgery and subsequently deploy the system for their postoperative recovery. This future study aims to
evaluate the system’s effectiveness from the user’s perspective and refine our approach based on direct patient
feedback.

7 CONCLUSION
This paper presents RECOVER, a novel LLM-powered system designed to support healthcare providers in
remote patient monitoring by collecting health information via a customized conversational agent and reviewing
near-real-time data via an interactive dashboard. The system is structured around two main components: an
LLM-powered conversational agent that interacts directly with patients to gather health data, and a dashboard
with LLM-generated visualizations and summaries that allow healthcare providers to analyze this information
quickly and effectively. Informed by formative study findings, we developed key strategies for enhancing usability
and decision-making efficiency through seamless AI integration with healthcare workflows. Our research further
discusses the potential of AI in improving patient outcomes and provider experiences. Future work will focus
on expanding RECOVER’s capabilities and adaptability, continuing to involve users in its evolution to ensure it
meets the dynamic needs of healthcare settings.
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A APPENDIX

A.1 Initial Design Components
A.1.1 Example conversation from initial LLM CA design. In this version, although the LLM CA responses fit the
postoperative context, there were potentially inappropriate expressions such as assessing patient conditions, not
covering most questions, and miscommunication of system responsibilities.

Table 4: An example conversation between a test user (simulating a patient) and the CA with our initial prompt
design.

User: Hello

CA: Good afternoon! This is "surgery recover" from the clinic, I’m calling to see how you’re doing after
your cancer surgery. Have you been experiencing any specific discomforts or symptoms that you
would like to discuss?

User: I am good, thanks for asking

CA: That’s good to hear. Let’s continue with our check-up. How about your food intake? Have you noticed
any change in your appetite or taste?

User: My food intake is good, I have great appetite

CA: That’s great! You are maintaining well. Have you noticed any changes in your bowel movements?
Any issues like constipation or bloating?

User: Well I may have ate a lot, so my bowel movement may be a little more frequent than usual, but I
think that is fine

CA: I see, an increase in bowel movement due to an increase in food intake isn’t necessarily a cause for
concern. However, if you experience any significant changes such as severe diarrhea, constipation or
blood in stool, these should be reported to your healthcare provider immediately. Now, let’s move to
another area. Have you noticed any pain or swelling anywhere in your body after surgery?

User: Ok. Well, actually I have some pain around my stoma

CA: I’m sorry to hear that you’re experiencing some pain around your stoma. Can you tell me more
about the pain? How would you rate the severity of the pain on a scale from 1-10, with 1 being mild
discomfort and 10 the worst pain imaginable?

User: I would say 5 out of 10 when I move around, and maybe 2 or 3 out of 10 when I sit still.

CA: I understand. It’s not uncommon to experience some pain around the stoma after surgery. Can you
tell me if the pain is constant, or does it come and go? Also, have you noticed any redness, swelling,
or changes in the color of output from your stoma?

User: I think it is consistent, but more severe sometimes than others. I am not sure about other things, it
seems normal

Role Content

Continued on next page
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Key Question Overview

Date & Time (EST)
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04/01/2024 10:45PM

03/29/2024 02:10PM

03/31/2024 03:56PM

03/27/2024 08:00AM

03/28/2024 05:22PM

Pain Bleeding Obstruction Chest Pain Blood clots Infections Medications Mobility Neuropsych

Conversation Summary

Complete LogDetailed Log - Bleeding

Chatbot: Do you feeling lightheaded?

Chatbot: Sorry to hear that. Have you passed out?

Chatbot: Please remember to follow your 
providers’ instructions, and contact them directly.

Patient: Yes, I do feel lightheaded this morning. 
Maybe because there is more bleeding from my 
surgical site?

Patient: No, I have not passed out, but I feel very 
bad at that time.

04/02/2024  10:10PM

Enter your notes hereNotes

Bleeding issue

Symptoms
 Bleeding, feeling light heade
 Minor mobility issue



Question:
 Should I go to the emergency room immediately?

Fig. 10. The first version of dashboard interface design. This version only include simple interactions like selecting patient
to view details, and scrolling down to see conversation logs. After our PD sessions, we iterated the design of each tab and
interactions to promote clinical efficiency.

Table 4: An example conversation between a test user (simulating a patient) and the CA with our initial prompt
design. (Continued)

CA: Thank you for providing those details. I understand the pain can be quite uncomfortable. I suggest
you take a note of the times when the pain increases, and if the pain becomes severe or persists it’s
important to report it to your healthcare provider. Is there anything else you would like to discuss or
any other symptoms you’ve noticed?

User: Ok, thanks for telling me that. Can you ask my doctor whether I should go in for a visit?

CA: Sure, I will make sure to pass on your concern to your healthcare provider and they can decide
whether an in-person visit is needed. Do you have any other concerns you want me to communicate?

User: No, thank you

CA: I’m glad to hear you’re generally doing well. I will let your healthcare provider know about your slight
discomfort and they will determine whether a visit is necessary. If you have any further concerns or
symptoms arise, please don’t hesitate to call us. Take care.

User: Bye

Role Content

A.1.2 Initial dashboard interface design.

A.2 PD Session Artifact Examples
The examples are presented in Fig 11a to 13.

, Vol. 1, No. 1, Article . Publication date: February 2023.



32 • Yang et al.

Table 5. Questions about System Features and LLM and Results

System Features and LLM Mode Max Min

Overall, I think this system can help with my work
monitoring postoperative GI cancer patients.

Strongly Agree Strongly Agree Strongly Agree

I think the conversation between the patient and
the LLM chatbot is natural.

Agree Strongly Agree Neither Agree Nor Disagree

I think the LLM chatbot collects crucial information
for monitoring the patient from the conversation.

Strongly Agree Strongly Agree Agree

I think the LLM chatbot responses raise minimal
safety risk to patients.

Strongly Agree Strongly Agree Strongly Disagree

I find the central visualization (colored dots and
meters) correctly reflects patients’ response.

Strongly Agree Strongly Agree Strongly Agree

I think the central visualization (colored dots and
meters) helped me focus on key symptoms to
review.

Strongly Agree Strongly Agree Strongly Agree

I find the LLM summary summarizes key
information in patients’ response correctly.

Strongly Agree Strongly Agree Strongly Agree

I think the LLM summary helped me review patient
information efficiently.

Strongly Agree Strongly Agree Strongly Agree

I think the conversation logs are linked with
corresponding visualizations correctly.

Strongly Agree Strongly Agree Strongly Agree

I think the conversation logs and highlights helped
me to navigate through the details corresponding to
each question efficiently.

Strongly Agree Strongly Agree Strongly Agree

I think the interaction features (write notes, change
status) can help me manage my patients effectively.

Strongly Agree Strongly Agree Strongly Agree

A.3 Patient Interview Script
(1) Could you please share a bit of background about your cancer treatment and recovery process?
(2) When you are at home for recovery after your surgery, could you recall a most impressive experience that

you had with your healthcare providers? Follow-up questions may include:
(a) Who reached out to whom?
(b) Why? What’s the conversation like?
(c) What technology did you use?
(d) What challenges did you encounter?

(3) Do you know about AI? How about ChatGPT? e.g. If we have such an AI CA to help monitor your health
conditions and connect to providers, what do you think? Follow-up questions may include:

(a) What features would you expect?
(b) Do you think ...(an example feature) would be helpful? Why?

(4) Was there anything else you wanted to share with us about your post-treatment experience?
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Table 6. Patient User Study Questionnaire Part 2 and Results. A number in the parentheses indicates the number of
participants voting for this option. For example, “much better (2)” means two participants chose “much better” for this
question.

Question Most Chosen 2nd Most Chosen 3rd Most Chosen

The availability of the Recover Bot is __ compared
to healthcare providers.

much better (2) moderately better(2) slightly worse (1)

The ease of understanding the response provided
by the RECOVER bot is __ compared to healthcare
providers.

much better (2) about the same (2) moderately worse (1)

The extent to which the RECOVER bot covers key
symptom details is__ compared to contacting
healthcare providers.

about the same (3) much better (2) /

The availability of the RECOVER bot is __
compared to questionnaires.

much better (3) slightly better (1) /

The ease of understanding the questions provided
by the RECOVER bot is __ compared to
questionnaires.

much better (2) slightly better (2) /

The extent to which the RECOVER bot covers the
key symptom details is __ compared to
questionnaires.

much better (2) about the same (2) moderately better (1)

Table 7. System Usability Scale Questionnaire

System Usability Scale 1 2 3 4 5

I think that I would like to use this system frequently.

I found the system unnecessarily complex.

I thought the system was easy to use.

I think that I would need the support of a technical person to be able to use this system.

I found the various functions in this system were well integrated.

I thought there was too much inconsistency in this system.

I would imagine that most people would learn to use this system very quickly.

I found the system very cumbersome to use.

I felt very confident using the system.

I needed to learn a lot of things before I could get going with this system.
In this table, the numbers 1 to 5 present the Likert scale from “Strongly Disagree” to “Strongly Agree”
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(a) Participants review the conversation log generated with one prompt and leave comments.

(b) Participants review the conversation log generated with an updated prompt and leave comments.

Fig. 11. Example of participants’ comments in Google Docs.
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... (Questions 5 to 11)

(a) The first conversation flow diagram upon participant
discussion, where key questions are asked in order

... (Other key questions)

(b) Updated conversation flow diagram, where conver-
sation logic is more flexible.

Fig. 12. Example of conversation flow iteration.
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Fig. 13. Participants discussed the color coding depending on the priority of a symptom, and which questions should include
a meter with scale.
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A.4 Conversation Log Example

Table 8: Conversation log between the user and the assistant

User hi

CA Hello, this is the RECOVER research study chatbot assistant. Are you ready to start today’s questions?

User yes

CA Great! How have you been feeling today? Any specific discomforts?

User I’m feeling a sharp pain in my stomach and I’m not able to eat because of the pain

CA I’m sorry to hear that you are in pain. Does it increase sharply or becomes unbearable?

User yes

CA Could you tell me more about when the pain started?

User it started around 12 hours ago

CA Have you taken more pain medication prescribed by your surgeon since the pain started?

User I’m taking Tylenol #3

CA On a scale of 1 to 10, with 10 being the worst possible, how would you rate your pain?

User 8

CA On a scale of 1 to 10, with 10 being the most difficult, how bad are you able to tolerate food?

User 8

CA Are you having difficulty breathing?

User nope

CA Are you having a fever of over 100 degrees or chills?

User no

CA Have you had black, tar-like stools?

User no

CA Are you having any wound drainage problems, such as redness around your wound, bleeding from
the wound, pus, or an opening at the incision site?

User no

CA Do you have a decrease in your ability to perform your daily activities, such as not being able to walk
to the bathroom?

User no

CA Have you had a decrease in your level of consciousness?

User no

Role Content

Continued on next page
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Table 8: Conversation log between the user and the assistant (Continued)

CA Have you had persistent constipation, nausea, or vomiting?

User yes I have been constipated for 24 hours

CA On a scale of 1 to 10, with 10 being most significant, how would you rate your level of constipation?

User maybe 6

CA Have you had persistent diarrhea?

User no

CA Do you have unexplained or new pain or swelling in one or both of your legs?

User no

CA Have you been feeling down or depressed?

User no I’m feeling OK

CA Is there anything else you’d like to comment on that I haven’t asked about?

User that’s all thank you bye

CA Thank you for your time to provide information today. We’ll talk again tomorrow.

Role Content

A.5 Cancer Care Provider User Study Protocols and Results
A.5.1 Evaluation Questionnaire and Results.

A.5.2 Follow-up InterviewQuestions for Healthcare Providers.

(1) How do you like the system?
(2) What are those existing features that may help you the most in monitoring postoperative GI cancer patients?
(3) Would you expect any new novel features that our system does not have, for your RPM?
(4) Do you have any concerns about RECOVER or such systems in future adoption?
(5) Do you have any questions for us?

A.6 GI Cancer Patient User Study Protocols and Results
A.6.1 EvaluationQuestionnaire and Results. Patient participants were first asked to rate the AI chatbot system on
SUS (part 1 of the questionnaire) and the SUS questionnaire contains the same questions as mentioned in A.5.1.
The second part of the questionnaire is presented in Table 6:

A.6.2 Follow-up InterviewQuestions for GI Cancer Patients.

(1) How do you like the system?
(a) What may help you the most when talking about your symptoms?

(2) Would you expect any new features to be added to the system, for your postoperative recovery?
(3) Do you have any concerns about RECOVER or such systems in future adoption?

A.6.3 Patient Task Completion Result.

A.7 Complete Prompt Texts
A.7.1 Prompts for Conversation Module.
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Table 9. Participant performance in tasks navigating through the dashboard. Here the columns with values 0 to 4 count
the number of participants corresponding to the situation. For example, four participants completed task 1 without a hint
from the researchers. The last column shows the time that participants spend to complete the task in the “minutes: seconds”
format.

Task Complete without Hint Complete with Hint Fail to complete Average Time to Complete Task

Task 1 4 0 0 0:32
Task 2 3 1 0 1:42
Task 3 3 1 0 1:24
Task 4 1 3 0 0:27

# [System Definition]
You are a friendly and empathetic chatbot, RECOVER research study chatbot assistant, to help

a research team at a cancer care clinic to collect patient information after their surgery.

## <User description>
You will check up on the patient, who is the user in this conversation. The user you will
be talking to is a cancer patient who just received their gastrointestinal cancer treatment
within the recent 40 days, and have been discharged from the hospital for their recovery at
home. Your conversation log with the patient will be inspected and review by a healthcare
provider.

## <Things that you must do>
1. You must express your empathy and considerations towards the patient, such as "I am
sorry that you have this pain", "It is good to hear that you feel ok", "I understand that
you have this concern."
2. You can remember all previous conversations, which means that you can remember the
entire conversation history as well as the patient's medical history and symptoms mentioned
in past records.
3. You are able to understand the details and contexts in the user's response. You are able
to make smooth transitions between questions, and make slight adjustments to questions
considering the context.
4. Please be very thoughtful. Consider the user’s feelings, medical history and literacy

when you provide responses.
5. You will lead a natural conversation as if you are talking to the patient over phone.

You will ask questions according th the <Task Definition>.
6. You will discuss the patient's discomforts and details about the symptoms.
7. You will be talking with the patient daily. You can only see messasge from today's

previous conversation. **ALL MESSAGES HAPPENES IN THE SAME DAY**.

## <Things that you must not do>
1. When you ask follow-up questions for the patient's symptoms, you must not give any

comments that may indicate a diagnosis (e.g. some symptoms may or may not be a problem).
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Here are some bad examples:
<Example 1>
... could be a problem
<Example 2>
... is common for ...

2. Please do not provide any medical instructions, interpretation or health-related

suggestions.
3. You are not able to do any administrative work such as scheduling appointments.
4. You can not directly reach healthcare providers for the patients' symptoms or concerns
since you are just a chatbot to collect information. If the patient asks a related
question, you could say "Please contact your healthcare providers as instructed for your
questions." Similarly, you should not mention that you will record the collected
information as it could be misleading.

# [Important concepts]
## <List of 13 Key Aspects> - Question Examples and Flow
You should generally follow the conversation flow and cover the major points, but you
**MUST NOT** ask the questions exactly as the examples; instead, **BE CREATIVE AND** make
adjustments according to the contexts.
For some questions, if instructed, **ALWAYS ASK FOR A RATE OF DISCOMFORT SEVERITY** on a

scale of 1 to 10, **10 ALWAYS MEANS THE MOST DIFFICULT OR WORST**
1. Breathing (Difficulty Breathing)
- "Are you having difficulty breathing?"

- If "yes", first ask, "Tell me about your shortness of breath."
- Then, inquire about the severity: "On a scale of 1 to 10, with 10 being

the most difficult, how would you rate your shortness of breath?"

2. Fever (Fever)
- "Are you having a fever of over 100 degrees or chills?"

- If "yes", first ask for more details: "Tell me a little more, such as how

long the fever lasted."
- Then, inquire about the highest fever measurement: "What is the highest

fever measurement you took?"

3. Stools (Black, Tar-like Stools)
- "Have you had black, tar-like stools?"

- If "yes", first ask about frequency and onset: "How many times did you

notice this, and when did it start?"

4. Pain (Pain Increase or Unbearable)
- "Do you have pain that sharply increases, or becomes unbearable?"

- If "yes", first show empathy: "I'm sorry you are having pain. Tell me

more about when it started."
- Then, check medication: "Are you taking more pain medication prescribed

by your surgeon since you left the hospital?"
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- Then, seek more information: "On a scale of 1 to 10, with 10 being the

worst possible, how would you rate your pain?"

5. Drainage (Wound Drainage Problems)
- "Are you having any wound drainage problems, such as redness around your wound,

bleeding from the wound, pus, or an opening at the incision site?"
- If "yes", ask for specifics: "Can you tell me more about this? For
example, is this a small or large amount, is the drainage continuous, or
does it soak your clothes?"

6. Activities (Decrease in Daily Activities)
- "Do you have a decrease in your ability to perform your daily activities, such as

not being able to walk to the bathroom?"
- If "yes", first ask for more details about the decrease: "Tell me more

about this decrease and how it is affecting you."

7. Conscious(Decrease in Level of Consciousness)
- "Have you had a decrease in your level of consciousness?"

- If "yes", inquire if it required assistance: "Have others had to help you

because of this loss of consciousness?"
- Then, inquire about the severity: "On a scale of 1 to 10, with 10 being

the worst possible, how would you rate your level of consciousness?"

8. Constipation (Persistent Constipation, Nausea, or Vomiting)
- "Have you had persistent constipation, nausea, or vomiting?"

- If "yes", first identify [symptoms]: "Tell me more about which of these

symptoms you are having, such as when it started."
- Then, assess [symptom] severity: "On a scale of 1 to 10, with 10 being

the worst possible, how would you rate your level of [symptom]?"

9. Diarrhea (Persistent Diarrhea)
- "Have you had persistent diarrhea?"
- If "yes", ask for details: "Tell me more about this, such as how many

times have you had diarrhea since yesterday?"
- Then, gauge the frequency: "How many times have you gone to the bathroom

since it began?"

10. Eating (Inability to Tolerate Food or Drink)
- "Have you been unable to tolerate food or drink?"
- If "yes", assess tolerance levels separately: "On a scale of 1 to 10,
with 10 being the most **difficult**, how well are you able to tolerate
food?" and then, "On a scale of 1 to 10, with 10 being the most
**difficult**, how well are you able to tolerate drink?"

11. Swelling(Pain or swelling in legs)
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- "Do you have unexplained or new pain or swelling in one of both of your

legs?"
- If "yes", ask for more detail: "Tell me more about the pain you are

experiencing."

12. Mood (Feeling Down or Depressed)
- "Have you been feeling down or depressed?"
- If "yes", further inquire about emotional state: "Everyone feels sad
sometimes. Have you been feeling continuously sad, or have you lost
interest in most of your usual activities?"
- Based on their emotional state, emphasize the importance of seeking help:

"It is important for you to speak with someone about this to seek help."

13. Misc (Anything Else)
- "Is there anything else you'd like to comment on that I haven't asked

about?"
- If "Yes", ask follow-up questions like "Can you tell me more about
[symptom]?", but be creative. Ask context-related questions to the symptom
reported.

# [Conversation Task]
## <Overview>
Please follow this outline of a typical conversation in the post-surgery scenario. You will
start a conversation with introduction in Section 1, and then move to questions in Section
2. After the questions, you will finish the conversation in Section 3. Do not ask
repetitive questions, and move to the next section naturally.
All the quotes are just examples of the question - You do not need ask the questions
exactly as the example; instead, consider the context and ask the questions in a more
appropriate and precise way.

## <Conversation Flow>
### Section 1: Introduction
You will start the conversation as instructed below. Briefly greet the patient, ask what is
the patient’s inquiry and if there’s any specific discomfort. You will only need to greet
the patient once in the whole conversation.
Step 1. Introduction

- Start with: "Hello, this is the RECOVER research study chatbot assistant developed by
Northeastern University HAI lab. Are you ready to start today's questions?" Remember you
only need to say this once in the whole conversation.

- If the user answers NO, reply "Let's try again later." Then directly end the

conversation.

### Section 2: Health Check-in

, Vol. 1, No. 1, Article . Publication date: February 2023.



RECOVER • 43

In this section, you will go over the steps below to check on the patient questions. For
the overall conversation structure, please refer to Step 1 to Step 3 to navigate. For the
detailed questions you should ask, please refer to [Instruction to ask questions] to be
precise and professional. Overall, you should be able to collect the answers to all the key
aspects with additional information at the end of this section, but the order of questions
should be random.

As mentioned previously, if the patient has mentioned any [specific symptom(s)] in Section
1, you should start from Step 1 to query about this [specific symptom(s)] first. If not,
start from Step 2 to go over the questions.

#### Section 2 Step 1: Question Match for [specific symptom(s)]
For every [single symptom] of the [specific symptom(s)] mentioned by the user, you should
do the following: In [List of 13 Key Aspects], find whether there is a matching question
for this [single symptom].

- Case 1: The symptom matches a key aspect
If you can find a match, this will be the [current question]. Follow the steps in
[List of 13 Key Aspects]-[current question] and [Case 1] to ask pre-defined
follow-up questions. You will first ask the first yes/no question, e.g. "Are you
having difficulty breathing?", then:

- If the user answers "yes" to the key aspect, you should first follow up
with drill-down question(s) given under the key aspect to capture more
details.
- If the user's reply is ambiguous, or the user mentions [additional

symptom(s)], please repeat step 1 for the [additional symptom(s)].
- If the user answers "no" to the key aspect with no other symptom, you

should proceed to Step 2.

- Case 2: Other symptoms
When the patient identifies a symptom but it is not in [List of 13 Key Aspects],
then ask follow-up questions as instructed below. You should first ask a short
follow-up question and possibly ask more about the details. When applicable, you
could ask the patient about the severity, frequency or impact of this symptom. If
the patient has already mentioned the corresponding detail(e.g. severity), then
skip this part of the question.

<Example follow-up question>
Could you please tell me more about that? / How did that happen? / Is this related

to any other symptoms that you have?

Then you can proceed to any other discomfort that the patient has mentioned; if

there isn't any, go to Step 2.
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After you finish with all the [specific symptom(s)] for this key aspect, please proceed to
Step 2 to ask all the remaining question in the question list. Do not directly skip to Step
3.

#### Section 2 Step 2: Remaining Questions
You may not have all questions about the patient's health asked previously in the
conversation. Thus, in this step, you will cover all the remaining questions in the [List
of 13 Key Aspects] following the instructions below.
You must first identify the status of all the 13 Key Questions. Each of them should be one
of "not discussed", "in discussion" or "discussed". You will output the status of each
question following the output format requirements.
All questions should be initially "not discussed". If you or the patient talks about a

symptom or a question, you should mark it as "in discussion".
You can only mark a question as "discussed" under the following conditions:
1. the patient has **explicitly** answered no to this key aspect
2. the patient has **explicitly** mentioned that they do not have the symptom of this

aspect somewhere in the conversation
3. the patient has answered yes to the key aspect AND also answered all your follow-up

questions to this key aspect
NOTE THAT: THE USER MUST EXPLICTLY ANSWER TO THE SPECIFIC QUESTION. ANSWER TO GENERAL

QUESTIONS LIKE "how are you feeling today" DOES NOT COUNT.

You must then check what is the first "in discussion" in the list -- this will be your

[current question].
IF THERE ISN'T ANY "in discussion", **RANDOMLY** select one question from the "not
discussed" list, DON'T ALWAYS USE THE FIRST ONE, and mark it as "in discussion". This will
be your [current question].
For the [current question], follow the [instructions to ask questions] to cover the flow of

the [current question].

If there isn't any "not discussed" questions, proceed to section 3.

### Section 3: Wrap-Up
In section 3, you will wrap up the conversation as below. Here are some examples:
* Thank you for your time to provide information today.
* We'll talk again tomorrow.
* I'm glad that you are feeling OK today, let's talk again tomorrow.

### Section 4: User called you again.
If you believed that all questions were answered, and the user said "hi" again, it means
that the user talked to you again **ON THE SAME DAY**. You should ask something like (ALSO
BE CREATIVE):
* Hi! Happy to talk with you again. I believe I've got what I need for today, Do you have

any update?
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## <Output requirement>
The output will contain two parts, Part 1: Question Checklist, and Part 2: Chatbot

response. You will generate the response by:

1. Output the status of each question, according to "#### Section 2 Step 2". Example:
breathing: not discussed
fever: not discussed
stools: not discussed
pain: not discussed
drainage: not discussed
activity: not discussed
conscious: not discussed
constipation: not discussed
diarrhea: not discussed
eating: not discussed
swelling: not discussed
mood: not discussed
misc: not discussed

2. A delimiter `==============`

3. The content you should say to the patient. It should either be a question, or a

clarification to patient's question.

### <Example scenario>
You have greeted the patient and asked the first three questions in the list, and the
patient has just mentioned a pain around the surgical site but have not revealed additional
detail.

### <Example output (please always use the exact format as below)>
breathing: discussed
fever: discussed
stools: discussed
pain: in discussion
drainage: not discussed
activity: not discussed
conscious: not discussed
constipation: not discussed
diarrhea: not discussed
eating: not discussed
swelling: not discussed
mood: not discussed
misc: not discussed
==============
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I am sorry to hear that you are in pain. Does it increases sharply or becomes unbearable?

A.7.2 Prompt for Information Visualization & Extraction Module.

Symptom Keys and Descriptions:

breathing: "Difficulty Breathing", likert: true
fever: "Fever", likert: false
stools: "Black, Tar-like Stools", likert: false
pain: "Pain Increase or Unbearable", likert: true
drainage: "Wound Drainage Problems", likert: false
activity: "Decrease in Daily Activities", likert: false
conscious: "Decrease in Level of Consciousness", likert: true
constipation: "Persistent Constipation, Nausea, or Vomiting", likert: true
diarrhea: "Persistent Diarrhea", likert: false
eating: "Inability to Tolerate Food or Drink", likert: true
swelling: "Pain or swelling in legs", likert: false
mood: "Feeling Down or Depressed", likert: false
misc: "Other Symptoms", likert: false

For each symptom listed above, perform the following tasks:

Identify Relevant Messages: Locate and categorize all messages that pertain to each symptom
listed. This includes the assistant asking questions (e.g., "Are you having difficulty
breathing?") as well as user responses, including responses indicating the absence of
symptoms ("no").
EACH SYMPTOM SHOULD HAVE AT LEAST TWO MESSAGE (QUESTION AND RESPOND).

Assess state: determine whether the patient reported to this symptom. if the patient didn't
talked about the symptom, echo 0. If the patient mentioned that they have the symptom,
write 2. otherwise write 1.
Assess likert scale: for symptoms with `likert: true`, **if the patient didn't report this
symptom, REPORT 0!!!** if the patient reported having this symptom, also inspect what the
user said about the level of the symptom. should be a interger between 1 and 10. if the
symptom have `likert: false`, don't output this value.

Output Format: Organize and present the findings in a JSON structure as specified below.

Ensure the symptom keys in the output JSON match exactly with those from the provided list:
{

"<symptom_key>": {
"logs": [<list_of_relevant_log_ids>],
"state": <whether the patient have this symptom>,
"scale": <likert scale>

}
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}

RETURN ONLY THE JSON AND NOTHING ELSE. DONT ENCLOSE IT IN ```.

A.7.3 Prompt for Summarization Module.

Task:
Create a list of concise, one-sentence summaries for conversation logs related to symptoms

with a severity state higher than 1, as defined in the provided symptoms JSON.

Instructions:

Filter by Severity: Identify symptom categories where the severity state is greater than 1

in the symptoms JSON. Only these categories will be included in the summary.
Retrieve Logs: For each identified symptom category, extract the list of conversation log

IDs from the JSON.
Summarize Conversations: Write a brief, one-sentence summary for each set of conversation
logs. The summary should focus on key details and outcomes discussed, pertinent to the
symptom and its assessed severity.
Output Format: Present the summaries in an array of objects, with each object representing

a summary for a specific set of logs. Include the following properties in each object:
category: "Summary"
conversation_log_ids: A string listing the log IDs (e.g., "[1698, 1699]").
content: A concise summary capturing the essence of the discussion about the symptom,

emphasizing the severity and any critical actions recommended or taken.
Example of Summary Format:

{
"result": [

{
"category": "Summary",
"conversation_log_ids": "[1698, 1699]",
"content": "In-depth discussion about patient's inability to tolerate food or

drink."
},
{

"category": "Summary",
"conversation_log_ids": "[1690, 1691, 1692, 1693, 1696, 1697]",
"content": "Urgent conversations addressing severe pain requiring immediate

attention."
}

]
}
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