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Fine-Tuning Image-Conditional Diffusion Models is Easier than You Think
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Figure 1.
predictions of our method on in-the-wild images. Right: A simple fix for the DDIM scheduler enables single-step inference for recent
diffusion-based depth estimators; and simple end-to-end fine-tuning outperforms more complex diffusion baselines in speed and accuracy.

Abstract

Recent work showed that large diffusion models can
be reused as highly precise monocular depth estimators
by casting depth estimation as an image-conditional im-
age generation task. While the proposed model achieved
state-of-the-art results, high computational demands due
to multi-step inference limited its use in many scenarios.
In this paper, we show that the perceived inefficiency was
caused by a flaw in the inference pipeline that has so far
gone unnoticed. The fixed model performs comparably
to the best previously reported configuration while being
more than 200x faster. To optimize for downstream task
performance, we perform end-to-end fine-tuning on top of
the single-step model with task-specific losses and get a
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Repurposing diffusion models for geometry estimation is as simple as end-to-end fine-tuning. Left: Depth and normal

deterministic model that outperforms all other diffusion-
based depth and normal estimation models on common
zero-shot benchmarks. We surprisingly find that this fine-
tuning protocol also works directly on Stable Diffusion and
achieves comparable performance to current state-of-the-
art diffusion-based depth and normal estimation models,
calling into question some of the conclusions drawn from
prior works.

1. Introduction

Monocular depth estimation has long been used in many
downstream tasks, such as image and video editing, scene
reconstruction, novel view synthesis, and robotic naviga-
tion. Since the task is inherently ill-posed due to the scale-
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distance ambiguity, learning-based methods need to incor-
porate strong semantic priors in order to perform well.
For this reason, recent work has proposed to adapt large
diffusion models [39] for monocular depth estimation by
casting depth prediction as a conditional image generation
task [24]. The resulting models show good task perfor-
mance and exhibit remarkably high levels of details. How-
ever, the consensus in the community is that they tend to be
slow [14, 16,24], since they need to perform many evalua-
tions of a large neural network during inference.

In this paper, we argue that, contrary to common be-
lief, inference of conditional latent diffusion models such
as Marigold [24] and follow-up work [14] should be able
to yield reasonable predictions with a single inference step.
We investigate the behavior of Marigold and find that its dis-
mal performance in the few-step regime is due to a critical
flaw in the inference pipeline. While this bug has already
been reported in the general diffusion model literature [28],
we demonstrate that it is particularly critical in the scope of
image-conditional methods such as Marigold. In particular,
our results indicate that existing works have probably drawn
wrong conclusions due to flawed inference results.

With a small correction to the inference pipeline,
Marigold-like models [14, 24] obtain single-step perfor-
mance that is comparable to multi-step, ensembled infer-
ence, while being more than 200x faster. In fact, this
bug-fix makes diffusion-based depth estimators speed-wise
comparable to state-of-the-art discriminative depth estima-
tion models, opening up exciting avenues for further im-
provements. First, a single-step model allows efficient task-
specific end-to-end fine-tuning since there is no need to
backpropagate through multiple network invocations. Sec-
ond, advanced techniques such as self-training with pseudo-
labels [50, 51], which have been proven to be effective for
discriminative models, can now be efficiently applied to
diffusion-pretrained models as well.

We fine-tune Marigold end-to-end into a deterministic
affine-invariant depth estimator for monocular images us-
ing a scale and shift invariant loss function [37]. To our
surprise, this model outperforms the best configurations of
Marigold. We repeat this experiment with the task of sur-
face normal estimation and find similar results: end-to-end
fine-tuning with a task-specific loss outperforms more com-
plicated architectures which were trained on more data.

Following Occam’s Razor, we find that even the simplest
baseline, direct fine-tuning of Stable Diffusion (SD) [39]
into a deterministic feed-forward model, outperforms
Marigold and other diffusion-based depth- and normal es-
timation methods. These findings contradict some conclu-
sions that have been drawn in earlier works. First, diffusion-
based depth and normal estimation methods do not need to
be slow. Second, casting depth estimation as conditional
image generation is not more effective than simple end-to-

end fine-tuning. But in line with existing intuitions, we find
a small dataset of high-quality (synthetic) labeled data suf-
ficient for good performance.

In summary, our contributions are: (1) we analyze the
behavior of Marigold and similar diffusion-based geome-
try estimation models and find a critical flaw in their infer-
ence pipeline, (2) we fix this critical flaw, enabling high-
precision single-step inference and boosting efficiency of
these models by more than 200 x, and (3) we show that sim-
ple task-specific fine-tuning of diffusion models is sufficient
for good performance in depth and normal estimation.

We demonstrate the effectiveness of our approach on
common zero-shot benchmarks. Our deterministic one-step
model outperforms other diffusion-based depth- and nor-
mal estimation methods, and achieves results comparable
to state-of-the-art methods for affine-invariant depth predic-
tion and surface normal estimation.

2. Related Work

Monocular Depth Estimation. Monocular depth estima-
tion models predict a pixel-wise depth map of a scene from
a single image. The most comprehensive representation is
metric depth, which requires modeling the focal length to
account for different cameras, introducing additional uncer-
tainty [4,21,34,53].

An alternative to metric depth is affine-invariant depth,
which is equivalent to metric depth up to an unknown global
scale and shift of the scene. This is the representation
of choice for a wide range of monocular depth estimation
methods [10, 22, 36, 37,50, 51, 55]. Unlike metric depth,
affine-invariant depth is independent of the focal length and
is easier to regress in unfamiliar scenes, where no object can
serve as a metric reference. However, it still preserves the
distance ratios between objects. Metric depth can be recov-
ered from affine-invariant depth by anchoring it with sparse,
known depth values or by explicitly estimating the missing
scale and shift [54].

To generalize to “in-the-wild” unseen scenes, depth es-
timation methods must handle a wide variety of environ-
ments. Methods designed for such applications are typi-
cally evaluated in a zero-shot setting, where the model is
tested on unseen datasets without fine-tuning. Early zero-
shot depth estimation methods already focused on gen-
eralization primarily through (at the time) large training
datasets [27,52]. MiDaS [37] achieved significant improve-
ments by leveraging a combination of multiple datasets and
a high-capacity backbone.

The transition from CNNs to ViTs [8] in DPT [36] and
Omnidata [10] marked another key advancement in the
field. Recent methods such as Depth Anything [50, 51]
and Metric3D [21, 53] have followed the success of MiDaS
by utilizing the high-capacity ViT-g DINOv2 [33] back-



bone and training on vast datasets—62M and 16M samples,
respectively—one to two orders of magnitude larger than
previous work. Notably, Depth Anything retains a simple
DPT architecture, but combining a DINOv2 initialization
and a large training dataset enables it to generalize to in-
the-wild scenarios. Metric3D additionally utilizes the focal
length to boost performance, which however limits its train-
ing data to scenes with known focal length.

Monocular Normal Estimation. Surface normal esti-
mation involves predicting the orientation of surfaces in a
scene from an image, resulting in a 3D vector representing
the surface’s orientation for each pixel. Hoiem ez al. [19,20]
were among the pioneers to introduce learning-based ap-
proaches for surface normal estimation. Since then, deep
learning methods have become dominant, with many no-
table contributions [1-3, 10, 11,22,47]. Among these, Om-
nidata [10] stands out for training a UNet-based model on
a large-scale dataset of 12M images captured in diverse en-
vironments. Its successor, Omnidata v2 [22], advanced the
field by transitioning to a ViT-based architecture with a DPT
head, incorporating sophisticated 3D-aware data augmen-
tations to enhance generalization. In contrast, DSINE [2]
adopts a more data-efficient approach that focuses on in-
troducing new inductive biases to enhance performance.
Lastly, Metric3D v2 [21], mentioned earlier, is also capa-
ble of predicting surface normals in addition to depth.

Diffusion Models for Geometry Estimation. Several re-
cent generative text-to-3D methods [30, 35] explicitly pro-
duce multi-view depth and normal maps. However, these
methods focus on isolated single-object scenarios, making
them unsuitable for complex, in-the-wild environments.

Other approaches have utilized diffusion models for
scene-level depth estimation [9,41,42,56]. Among these,
VPD [56] leverages Stable Diffusion [39] as both an image
and a text feature extractor, incorporating a depth regression
head that utilizes multi-scale image feature maps alongside
text-to-image cross-attention maps. However, these models
have not demonstrated robust generalization.

More recently, Marigold [24] fine-tuned SD to transi-
tion from generating realistic images conditioned on text
to producing detailed and precise depth maps conditioned
on images. The core idea behind this approach is that SD’s
ability to model realistic images also provides strong geo-
metric and semantic priors, essential for accurate depth es-
timation. Key to Marigold’s success is its exclusive train-
ing on high-quality synthetic datasets with perfect ground
truth and a smooth transition from text-conditioned images
to image-conditioned depth in the latent space, preserving
the model’s generalization capability.

Marigold has inspired several follow-up works. Diff-
Calib [17], for example, extends Marigold by jointly pre-
dicting depth and camera intrinsics through the addition of
an incident map [57], which is denoised alongside the depth
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Figure 2. Marigold output visualizations. (a) The RGB input;
(b) the pixel-wise standard deviation of Marigold’s depth map out-
put during 50-step DDIM inference; and Marigold’s depth map

prediction (c) before and (d) after the fixing the inference pipeline.

(d) Fixed single-step prediction

map. GeoWizard [14] jointly predicts both depth and sur-
face normals through two parallel UNet evaluations, incor-
porating cross-attention between the two branches. How-
ever, a common drawback of these models is the high com-
putational cost during inference, driven by the requirement
for an iterative denoising process.

Addressing this limitation, DepthFM [16] combines
Marigold’s core ideas with Flow Matching [29] to reduce
the number of denoising steps while maintaining high out-
put quality. Additionally, the authors of Marigold now pro-
vide an LCM-distilled [32] version that allows for single-
step evaluation, albeit at a reduced quality.

In our work, we observe that Marigold and follow-up
methods, aside from DepthFM and Marigold LCM, which
are designed for few-step prediction, suffer from a flawed
implementation [28] of the DDIM [45] inference pipeline
that prevents them from functioning effectively in the few-
step regime. Furthermore, although the denoising diffusion
fine-tuning objective used by Marigold and follow-up works
for depth and normals estimation has shown effectiveness,
we find it to be neither a key factor for good results nor
clearly superior to task-specific end-to-end fine-tuning.

3. Image-Conditional Latent Diffusion Models

In this section, we review conditional latent diffusion
models and how Marigold [24] leverages them for depth
estimation. We also argue why single-step inference should
produce sensible predictions for depth estimation, and ex-
plain why this has not been the case in practice so far.

3.1. Latent Diffusion Models

Denoising Diffusion Probabilistic Models (DDPM) learn
a mapping from some simple, known noise distribution pr



to the data distribution py by reversing a stochastic forward
process p, t = 1,...,7T, which repeatedly adds a small
amount of Gaussian noise [ | 8]. The variance [3; of the noise
added in each step is chosen to be small, so that the reverse
process can be approximated as Gaussians. Additionally,
the number of steps 7' is set sufficiently large such that the
terminal distribution pr can be approximated as a Gaussian
as well. Using ¢y = 1—; and &y = Hizl o, the forward
process can be written as x; = /a;Xo + /1 — a€ given a
data sample xo and € ~ N(0,I). For the reverse process,
a neural network is trained to gradually remove noise from
its inputs to predict x;_; given x; [18].

Inference starts with noise x7, which is repeatedly de-
noised by passing it through the diffusion model and thus
following the reverse diffusion process. A popular alter-
native inference scheme are Denoising Diffusion Implicit
Models (DDIM) [45], which formulate a non-Markovian
diffusion process that leads to the same training objective
as DDPMs, but allows for inference in just a few steps.

Latent Diffusion Models (LDMs) [39] operate in the la-
tent space of another model, e.g., a Variational Autoen-
coder (VAE) [25]. The VAE consists of an encoder £ and
a decoder D and is trained independently of the LDM. The
goal of the VAE encoder is to compress inputs into lower-
dimensional latent codes, and for the decoder to faithfully
reconstruct the input: D(£(x)) ~ x. LDMs tend to be eas-
ier to train due to the reduced dimensionality and improved
smoothness of the VAE’s latent space.

In conditional diffusion models, both forward and re-
verse processes are conditioned on some additional input
c, such as a text description or an additional image input.
The network is then trained to denoise the input given c.

It has been shown that the optimal prediction at the final
timestep 7' is the mean of the data distribution [23]. For un-
conditional and text-conditional image generation, the data
distribution has multiple modes, and the mean therefore
corresponds to a blurry image dominated by the average
color and average scene composition. For a text-conditional
model, the mean of the image distribution conditioned on
the input text will be a blurry resemblance of the average
image fitting the description. But for image-conditional
generation, in particular depth and normal estimation, we
expect the conditional distribution to be approximately uni-
modal, since an image usually corresponds to a single depth
map. The optimal single-step prediction at 7" should there-
fore be close to the ground-truth depth/normal map.

3.2. Marigold

Marigold casts depth estimation as a conditional latent
diffusion process, allowing it to build upon large pretrained
diffusion models such as Stable Diffusion [24]. Marigold is
conditioned on images, so following the above argument,
we expect its single-step prediction to be a sensible, but
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Figure 3. Marigold [24] diffusion training for conditional depth
map generation. Marigold starts with a pretrained Stable Diffu-
sion v2 model [39], which is fine-tuned for image-conditional gen-
eration of depth maps or surface normal maps.

blurry depth map.

Training. Fig. 3 shows an overview of Marigold’s train-
ing procedure. Marigold adapts the SD v2 [39] UNet ar-
chitecture for conditional depth map generation, using v-
parametrization [40] during training. The training objec-
tive is formulated in the latent space of the frozen SD VAE.
The GT depth map d* is replicated along the channel di-
mension to conform to the 3-channel inputs of the VAE
and encoded as z* = £(d”). Similarly, the RGB latent
is x = £(Irgp). During training, noise is added only to the
depth latent to get z; = \/azz* + /1 — aze. The UNet re-
ceives the concatenated latents and the timestep ¢ as inputs
and predicts V; = Vy([z¢,%],t). The first convolutional
layer is duplicated to accomodate the larger number of in-
put channels [24].

The optimization target v} at timestep ¢ is then a lin-
ear combination of the sampled noise € and the GT depth
map latent z* such that vi = \/aze — /1 — az*. The
model is optimized with a squared error objective compar-
ing the model prediction ¥; with v;. With the chosen noise
schedule, t = 1 corresponds to little noise in the input, and
the model is forced to predict the noise; nearer to t = T,
the input is mostly noise and the model should predict a
denoised image. Additionally, the authors observed sig-
nificantly improved depth estimation performance by train-
ing with annealed multi-resolution noise [48] and sampling
with isotropic Gaussian noise [24].

Fixing Single-Step Inference. We now turn to analyze the
behavior of Marigold during inference. First, we show the
pixel-wise standard deviation across steps for Marigold’s
default 50-step inference in Fig. 2b. We observe very small
differences for almost all pixels, indicating that the model
changes predictions very little during inference; in particu-
lar, this means that the first prediction of the 50-step sched-
ule already corresponds closely to the final output. While
we would expect that the single-step output should be sim-
ilar to the first step of the 50-step schedule, as shown in
Fig. 2c it rather corresponds to pure noise.

We find that this discrepancy is caused by a flaw in



the inference scheduler implementation used by Marigold
and some derivative works [14, 24]. The flaw causes the
model to receive an inconsistent pairing of timestep and
noise, leading to nonsensical predictions. In particular, for
a single-step prediction, the model receives a timestep en-
coding that indicates an almost perfect depth map whereas
the actual input is pure noise. In other words, the model re-
ceives significantly more noise than it expects, and forwards
the noise almost unchanged.

Fixing the flaw is simple: we need to align the timestep
with the noise level. To do this, we can use the trailing
setting as proposed in recent work [28] for image-generative
models. However, we emphasize that while this setting pro-
vided only slight improvements for image generation [28],
it is crucial for single-step inference in models such as
Marigold. In Fig. 2c¢ and Fig. 2d, we compare the outputs
of the same model, using the flawed and the fixed inference
schedule, respectively. Clearly, the fixed inference process
produces sensible predictions, while the original does not.

4. End-to-End Fine-Tuning of LDMs

While diffusion-based depth estimation models show
good overall performance and accurate details, they also
exhibit artifacts such as blurred or over-sharpened outputs;
see Fig. 6 for qualitative results. This could be due to the
diffusion training objective, which does not guarantee that
models are trained for the desired downstream task, but for
the surrogate denoising task. To fix this, we directly fine-
tune the diffusion model in an end-to-end manner. Note that
end-to-end fine-tuning of a diffusion model without sensi-
ble single-step predictions would require backpropagation
through multiple network invocations, which is computa-
tionally infeasible for models with hundreds of millions of
parameters. This further shows the importance of fixing the
inference pipeline as described in the previous section.

We continue to train the modified UNet used in the
diffusion training stage. However, we do not sample the
timestep ¢ anymore and instead fix ¢ = 7T in order to
always train the model for single-step prediction. Addi-
tionally, we replace the noise with the mean of the noise
distribution, i.e., zero, and only forward the RGB latent
through the model. During the diffusion training, t = T
corresponded to v, = \/are — /1 — arz* according to
the v-parameterization [40]. With ar ~ 0, the model is
trained to convert pure noise into a clean prediction z*, ef-
fectively performing single-step prediction. The output of
the UNet can be converted into a latent depth map predic-
tion using Zg = vz, — 1 — Ve ([ze, x], t), which is
decoded using the frozen VAE decoder and compared to the
ground-truth depth map. Note the difference between this
fine-tuning approach and Marigold’s diffusion fine-tuning
objective: Marigold trains to match the latents of the GT
depth maps using an MSE loss; instead, we optimize to pre-
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Figure 4. Inference procedures of Marigold (top) and our pro-
posed simplification (bottom), which is deterministic and uses
RGB latents without noise. Note that the timestep is fixed to 1T'
for the simplified model.

dict good decoded depth maps. Our resulting feedforward
model is deterministic and we train it end-to-end using a
task-specific loss. We show a comparison of this model to
the previous inference strategy in Fig. 4.

For monocular depth estimation, we use an affine-
invariant loss function [37] which is invariant to global scale
and shift of the depth map. In particular, we perform least-
squares fitting between the ground-truth depth d* and the
predicted depth map d to estimate the scale and shift values
s and ¢. The aligned prediction is then given as d = sd + ¢,
and the loss function is defined as
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where (i, 7) denotes the pixel coordinates, and H and W
are the height and width of the image, respectively.

For surface normal estimation, we use a loss based on
the angle between the ground truth and predicted normals:
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where n; ; is the ground-truth normal at pixel (4, j), and 7; ;
is the predicted normal.

5. Experimental Setup

Training Datasets. To allow for direct comparison with
Marigold [24], we use the same training datasets: Hyper-
sim [38], which consists of photorealistic indoor scenes,
and Virtual KITTI 2 [6], which covers driving scenarios.
Both datasets are fully synthetic and provide high-quality
ground-truth annotations.

Evaluation Datasets. We evaluate the fine-tuned mod-
els on commonly used benchmarks for monocular depth
estimation. NYUv2 [44] and ScanNet [7] provide RGB-
D data of indoor environments captured with Kinect cam-



Table 1. Main depth estimation results. Distilling Marigold with LCM is worse than simply applying the fix without any retraining.
Our task-specific training further boosts the model. We use Marigold’s official evaluation pipeline to evaluate all diffusion depth models.
Inference time is for an NVIDIA RTX 4090 GPU at 576 x 768 resolution for a single image.

Inference ~ NYUV2 [44] KITTI[15] ETH3D [43] ScanNet [7] DIODE [46]
Method Steps Ensemble .
time  AbsRel| 517  AbsRell 611  AbsRel| 517  AbsRell 6117  AbsRell 517
Marigold [24] 50 10 24s 5.5 96.4 9.9 91.6 6.5 96.0 6.4 95.1 30.8 773
Marigold [24] 50 1 3.1s 6.0 95.9 10.5 904 7.1 95.1 6.9 94.5 310 772
Marigold LCM 4 5 1.8s 6.2 95.6 9.9 91.7 6.9 95.5 7.0 94.5 309 77.6
Marigold LCM 1 1 121 ms 6.5 95.4 10.7  89.9 7.5 94.5 7.6 93.8 315 763
Marigold + DDIM fix 1 1 121 ms 5.7 96.2 10.8  89.6 6.9 95.5 6.6 95.2 31.1 768
Marigold + E2E FT 1 1 121 ms 5.2 96.6 9.6 91.9 6.2 95.9 5.8 96.2 302 779
Stable Diffusion [39] + E2EFT 1 1 121 ms 54 96.5 9.6 92.1 6.4 95.9 58 96.5 303 776
7.0 Table 2. Main normal estimation results. Marigold for normal
65 estimation is trained and evaluated by us.
> NYUv2[44] ScanNet[/] iBims-1[26]  Sintel [5]
] Method
% 6.0 —e Meanl 1125°1 Mean| 1125°7 Meanl 1125°1 Meanl 1125°7%
A———k—*’ -
<55 Marigold (50, 10) [24] 188 559 177 588 184 643 39.1 149
9 S IR (N [N A Marigold + DDIM fix 17.4 565 168 57.6 181 629 371 157
50 Marigold + E2EFT 162 614 147 660 158 699 335 215
SD[39]+E2EFT 165 604 147 661 161 69.7 335 223
R e e T
— . . .
2 the ratio of the aligned predicted depth to the ground truth
g oo \ (and its inverse) is less than 1.25.
% ' For surface normal predictions, we report the commonly
DN used mean angular error (Mean) between the ground-truth
95.5 normal vectors and the predictions, as well as the percent-
1 2 4 10 25 50

# Inference Steps

—&— Marigold
Marigold (10 ens)
# Marigold + E2E FT

—&— Marigold (fixed)
Marigold (fixed, 10 ens)

Figure 5. Depth estimation results for different numbers of in-
ference steps. The fixed inference strategy outperforms the orig-
inal Marigold in all cases, but especially for a single step. The
impact of ensembling (/0 ens) is still noticeable when perform-
ing multi-step inference. The deterministic end-to-end fine-tuned
baseline outperforms all other versions of Marigold.

eras. ETH3D [43] and DIODE [46] consist of both in-
door and outdoor scenes, derived from LiDAR sensors.
KITTI [15] contains outdoor driving scenes captured by
vehicle-mounted cameras and LiDAR sensors. For surface
normal estimation, we evaluate on NYUv2, ScanNet, and
additionally on iBims-1 [26], a high-quality indoor RGB-D
dataset, as well as Sintel [5], a synthetic outdoor dataset.

Evaluation Protocol. All evaluations are conducted in the
zero-shot setting. We evaluate affine-invariant depth predic-
tions using the standard approach, which involves the same
scale and shift optimization between the predicted depth
and the ground truth as in the loss computation [37]. We
report the mean absolute relative error (AbsRel), defined
as the average relative difference between the ground-truth
depth and the aligned predicted depth at each pixel, as well
as the §1 accuracy, which is the percentage of pixels where

age of pixels with an angular error below 11.25 degrees.

Implementation Details. For depth estimation, we use
the official Marigold checkpoint, whereas for normal esti-
mation, we train a model with the same training setup as
Marigold’s depth estimation, encoding normal maps as 3D
vectors in the color channels.

Unless noted otherwise, we follow Marigold’s hyper-
parameters. We train all models for 20K iterations using
the AdamW optimizer [31] with a base learning rate of
3 x 107 and an exponential learning rate decay after a
100-step warm-up. The batch size is set to 2, with gradi-
ent accumulation over 16 steps for an effective batch size of
32. This is a deliberate strategy to allow for mixing of im-
ages with different aspect ratios and resolutions. We use a
specific mix of indoor and outdoor scenes from both Hyper-
sim [38] (90%) and Virtual KITTI 2 [6] (10%), which was
beneficial to the model’s performance. Fine-tuning takes
approximately 3 days on a single Nvidia H100 GPU.

6. Experimental Evaluation

Comparison with Marigold. As is evident from Fig. 5, the
fixed DDIM scheduler reveals that Marigold’s [24] multi-
step denoising is not actually working: instead of improv-
ing the depth map with more denoising steps, the perfor-
mance actually gets worse. This is because repeatedly de-
noising sharpens the depth map, but also accumulates er-
rors because the model expects noised ground truth latents



Table 3. Fixed DDIM scheduler and end-to-end fine-tuning (E2E FT) for GeoWizard [14]. We use the official code and model weights
to re-evaluate the method on all datasets. Inference time is for a single 576 x 768-pixel image, evaluated on an NVIDIA RTX 4090 GPU. We
obtain significant speed-ups, improving results. GeoWizard’s original results include additional post-processing steps, such as smoothing.

Inference NYUv2 [44] ScanNet [7] iBims-1 [26] Sintel [5]
Method Steps Ensemble .
time Mean]  11.25°7 Mean]  11.25°7 Mean]  11.25°7 Mean]  11.25°1
GeoWizard [14] (ECCV 24) 50 10 72s 17.0 56.5 15.4 61.6 13.0 65.3 — —
» reproduced by us 50 10 72s 19.1 49.5 17.3 53.7 19.5 61.6 40.4 13.2
GeoWizard + DDIM fix 1 1 254 ms 17.0 54.1 15.5 59.3 18.3 62.5 359 15.6
GeoWizard + E2E FT 1 1 254 ms 16.1 60.7 15.3 63.6 16.2 694 334 224

RGB Marigold (1, 1)
Figure 6. Qualitative results of fixed single-step/ensembled multi-step Marigold, and deterministic end-to-end fine-tuned models based
on Marigold and GeoWizard. Multi-step results show noise-like artifacts. The predictions of the end-to-end fine-tuned models tend to be
more sharp and accurate. Additional qualitative results can be found in the supplementary materials.

Table 4. Deterministic or Probabilistic. The effect of different
types of noise for task-specific fine-tuning for depth estimation.

NYUV2 [44]
AbsRel| 511

KITTI [15]
AbsRel| S11T

ETH3D [43] ScanNet [7] DIODE [46]
AbsRel] §11

Noise

AbsRel] 11 AbsRel| §11T

Marigold [24] fine-tuning
Gaussian 5.3 964 99 914 63 959 59 960 305 773
Pyramid 54 965 99 910 63 96.0 6.
Zeros 52 96.6 9.6 919 6.2 959 5.
Stable Diffusion [39] fine-tuning

Gaussian 5.8 96.1 9.8 915 66 955 6.0 96.1 30.7 77.2
Zeros 54 9.5 96 921 64 959 58 965 303 77.6

0 959 301 777
8 962 302 779

instead of its own predictions. This behavior was previ-
ously masked by the large error due to the broken DDIM
scheduler. Note, however, that the fixed model performs
strictly better than before, for any given number of steps.
Ensembling does still provide noticeable benefits when us-
ing at least two inference steps. For single-step inference,
the predictions tend to be highly correlated, in which case
ensembling does not lead to significant improvements.

We compare vanilla Marigold and a variant distilled into
a Latent Consistency Model (LCM) [32] for few-step in-
ference with our single-step variants in Tab. 1. Using 4
steps and ensemble size 5, Marigold LCM performs on par
with the best setting of vanilla Marigold (50 steps, 10 en-
semble) on outdoor data (KITTI [15], DIODE [46]), but
slightly worse for the indoor datasets. Using a single step
only, performance drops even more strongly to 6.5 AbsRel
on NYUv2 [44], compared to the previous best 5.5 AbsRel
at 50 steps with an ensemble of 10 predictions. In contrast,

Marigold (50, 10)

Marigold + E2E FT GeoWizard + E2E FT

we see that vanilla Marigold with the fixed DDIM sched-
uler reaches 5.7 AbsRel in a single step and without ensem-
bling. Notably, this is better than the 6.0 AbsRel of 50-
step Marigold with the same model weights. Moreover, we
show that further end-to-end fine-tuning of Marigold leads
to a substantial improvement of —0.5 AbsRel on NYUv2,
surpassing all previous settings of Marigold, in a single
step and without ensembling. Finally, directly fine-tuning
Stable Diffusion [39] instead of the Marigold-pretrained
model leads to comparable results. Tab. 2 paints the same
overall picture for surface normal estimation; fixed single-
step Marigold outperforms the vanilla multi-step, ensem-
bled Marigold, and end-to-end fine-tuning yields even bet-
ter results, even when applied to Stable Diffusion directly.

Deterministic or Probabilistic. 'We perform an ablation
on the type of noise used during fixed-timestep fine-tuning;
the results are shown in Tab. 4. “Gaussian” and “Pyramid”
refer to the standard normal and multi-resolution noise com-
monly employed in diffusion training and used in Marigold,
respectively. ‘“Zeros” describes our default setting, i.e., no
noise. We find that using constant zeros performs slightly
better than the alternatives, although the method seems to
be fairly robust to the actual choice of noise.

Comparison with GeoWizard. GeoWizard [14] jointly
predicts depth and surface normals, thus we also jointly
fine-tune the model end-to-end for both tasks. Tab. 3 shows
substantial improvements for surface normal estimation. In
particular, the fine-tuned model performs substantially bet-



Table 5. Comparison to state-of-the-art depth estimation methods. tMetric3D v2 [21] was trained on ScanNet, so zero-shot evaluation
on this dataset is not possible. We gray out results that were not reproducible with the released code and models.

Method Training NYUv2 [44] KITTI [15] ETH3D [43] ScanNet [7] DIODE [46]
etho samples  AbsRel] o1t AbsRel| o1t AbsRel| o1t AbsRel| o1t AbsRel| o1t
MiDaS [37] creami 22 2M 11.1 88.5 23.6 63.0 18.4 75.2 12.1 84.6 33.2 71.5
LeReS [54] «cver 21 354K 9.0 91.6 14.9 78.4 17.1 71.7 9.1 91.7 27.1 76.6
Omnidata v1 [10] acev 21 12.2M 7.4 94.5 14.9 83.5 16.6 77.8 7.5 93.6 33.9 74.2
HDN [55] tNeurlps 22) 300K 6.9 94.8 11.5 86.7 12.1 83.3 8.0 93.9 24.6 78.0
DPT [36] accv 21y 1.39M 9.8 90.3 10.0 90.1 7.8 94.6 8.2 93.4 18.2 75.8
Depth Anything [50] cver 24) 62M 4.3 98.1 7.6 94.7 12.7 88.2 — — 6.6 95.2
Depth Anything v2 [51] @wxiv 24 62M 4.4 97.9 7.5 94.8 13.2 86.2 — — 6.5 95.4
Metric3D [53] accv 23 sM 5.0 96.6 5.8 97.0 6.4 96.5 7.4 94.1 224 80.5
Metric3D v2 [21] (reami24) 16M 4.3 98.1 4.4 98.2 4.2 98.3 —t —t 13.6 89.5
Marigold [24] «cver 24) 74K 5.5 96.4 9.9 91.6 6.5 96.0 6.4 95.1 30.8 71.3
GeoWizard [14] zccv 24 278K
» reproduced by us 278K 5.7 96.2 14.4 82.0 7.5 94.3 6.1 95.8 31.4 77.1
DepthFM [16] (axiv 24) 63K
» reproduced by us 63K 6.9 95.4 114 88.1 6.5 96.2 8.1 92.5 25.0 78.3
Marigold + E2E FT 74K 52 96.6 9.6 91.9 6.2 95.9 5.8 96.2 30.2 779
Stable Diffusion [39] + E2EFT 74K 54 96.5 9.6 92.1 6.4 95.9 5.8 96.5 30.3 77.6

Table 6. Comparison to state-of-the-art normal estimation methods. "Metric3D v2 [21] was trained on ScanNet, so zero-shot evaluation
on this dataset is not possible. We gray out results that were not reproducible with the released code and models.

Method Training NYUv2 [44] ScanNet [7] iBims-1 [26] Sintel [5]
etho

samples Mean] 11.25°7 Mean] 11.25°1 Mean] 11.25°1 Mean] 11.25°1
Omnidata v1 [10] acev 21 12.2M 23.1 45.8 22.9 47.4 19.0 62.1 41.5 11.4
Omnidata v2 [22] cvrr 22) 12.2M 17.2 55.5 16.2 60.2 18.2 63.9 40.5 14.7
DSINE [2] cvpr 24 161K 16.4 59.6 16.2 61.0 17.1 67.4 349 21.5
Metric3D v2 [21] creanii 24) 16M 133 66.4 T —f 19.6 69.7 — —
Marigold [24] cver 24) 74K 18.8 55.9 17.7 58.8 18.4 64.3 39.1 14.9
GeoWizard [ 14] ccv 24 278K
» reproduced by us 278K 19.1 49.5 17.3 53.7 19.5 61.6 40.4 13.2
GeoWizard + E2E FT 278K 16.1 60.7 15.3 63.6 16.2 69.4 334 224
Marigold + E2E FT 74K 16.2 61.4 14.7 66.0 15.8 69.9 33.5 21.5
Stable Diffusion [39] + E2EFT 74K 16.5 60.4 14.7 66.1 16.1 69.7 33.5 223

ter than both the fixed single-step model and the claimed
previous best results with 50 steps and ensembling of 10
predictions, which we were not able to reproduce. For
depth, we observe smaller, but consistent improvements.
We provide more results in the supplementary materials.

Qualitative Results. Fig. 6 shows several qualitative ex-
amples. The single-step model fails to produce sharp re-
sults, while the multi-step ensemble method starts to hal-
lucinate high frequency details. The end-to-end fine-tuned
models predict sharp depth maps and high-quality normals.

State-of-the-art Landscape. As shown in Tab. 5, the fine-
tuned models outperform current state-of-the-art generative
methods for depth estimation on most datasets. Among
discriminative methods, only Depth Anything [50,51] and
Metric3D [21,53] demonstrate superior performance; how-
ever, these methods were trained on datasets that are two to
three orders of magnitude larger. For surface normal estima-
tion, the fine-tuned models set new state-of-the-art results
across all evaluated datasets, with the exception of NYUv2,
where Metric3D v2 continues to lead, as shown in Tab. 6.

7. Conclusion

We have shown that a critical flaw in the implementa-
tion of the DDIM scheduler causes several prior works to
draw possibly wrong conclusions. We found simple end-
to-end fine-tuning to outperform more complicated training
pipelines and architectures. Nonetheless, our work supports
the hypothesis that diffusion pretraining does provide ex-
cellent priors for geometric tasks such as monocular depth
and normal estimation. The resulting models allow accurate
single-step inference, enabling to profit from large-scale
data using sophisticated self-training procedures as used in
prior works [50,51]. We believe that further improvements
in diffusion models will lead to even more reliable priors,
which might further improve the performance of this kind
of geometry estimation models. We regard this as a promis-
ing avenue for future research.
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Fine-Tuning Image-Conditional Diffusion Models is Easier than You Think

Supplementary Material

A. DDIM Inference

During training, the highest noise level corresponds to
the last timestep ¢t = 7', and t = 1 corresponds to a very
small noise level. The DDIM inference scheduler iterates
over a series of k timesteps 7, > 70 > ... > 7 > 0 and
iteratively denoises the initial noise input z,,. We consider
the leading and trailing schedules that are also dis-
cussed by Lin er al. [28] and show the selected timesteps for
different £ in Tab. A-1. The original 1eading timestep
selection strategy of the DDIM scheduler excludes the fi-
nal timestep 7'. This leads to a mismatch between training
and inference; using the 1eading schedule, the model re-
ceives noise as input, even though the timestep embedding
indicates a partially denoised input. In contrast, the fixed
trailing strategy always starts with ¢ = 1" for the first
denoising step, properly aligning training and inference. In
the limit of £ — T inference steps, both strategies converge
to the same behavior.

In Fig. A-1, we illustrate the difference between single-
step predictions using the broken leading and the fixed
trailing DDIM scheduler for Marigold [24] and Sta-
ble Diffusion [39]. Both models output noise when using
the broken scheduler. With the fixed implementation, both
models predict the mean of their respective conditional dis-
tribution. For single-step Marigold this results in a well-
defined depth map, whereas for single-step Stable Diffu-
sion, it produces a blurry image with coarse structures that
roughly align with the input prompt.

Fig. A-3 further demonstrates the scheduler’s impact
when multiple steps are considered. It clearly shows that
the effect of the broken scheduler becomes less noticeable
as the number of inference steps increases. Additionally, the
weak text conditioning in Stable Diffusion leads to blurry
images, which gradually sharpen as more inference steps
are taken. In contrast, the strong image conditioning in
Marigold allows the model to predict reasonably accurate
depth maps already in the first step. As shown by the
heatmap in Fig. 2b in the main text, subsequent steps only
lead to small changes in the predicted distances, and most
of the scene remains unchanged.

B. Detailed Experimental Setup

Training Datasets. For a direct comparison with
Marigold [24], we use the same synthetic training datasets
offering high quality ground-truth annotations, i.e.,
Hypersim [38] and Virtual KITTI 2 [6].
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Figure A-1. Single-step outputs of Marigold and Stable Diffu-
sion. With a single step, Stable Diffusion produces a blurry image
at best, while Marigold outputs a sensible depth map. Note that
the input prompt is text for Stable Diffusion, but an RGB image
for Marigold.

Figure A-2. Virtual KITTI 2 example. Top: Synthetic RGB
image. Middle: Ground-truth depth map. Bottom: Ground-truth
surface normals, generated using discontinuity-aware gradient fil-
ters [13].

Hypersim consists of 54K photorealistic images from
365 indoor scenes, which we resize to a resolution of
480 x 640 with a far plane at 65 meters. Virtual KITTI
2 contains approximately 20K samples from four synthetic
driving scenarios under various weather conditions. These
images are cropped to 352 x 1216 pixels, and the far plane
is set to 80 meters.



Table A-1. Comparison of leading vs. trailing timestep selection. The timesteps selected by two DDIM scheduler timestep
selection strategies for 7" = 1000 timesteps and varying numbers of inference steps.

Inference Steps ~ leading timestep selection

trailing timestep selection

1 (1

2 [501, 1]
4 [751, 501, 251, 1]
10 [901, 801, 701, 601, 501, 401, 301, 201, 101, 1]

[1000]

[1000, 500]

[1000, 750, 500, 250]

[1000, 900, 800, 700, 600, 500, 400, 300, 200, 100]

Since Virtual KITTI 2 does not provide annotations
for surface normals, we compute them ourselves with the
ground-truth depth maps, employing discontinuity-aware
gradient filters from [13]. A qualitative example of the re-
sulting normals can be seen in Fig. A-2.

Data Preprocessing. Following Marigold’s approach for
depth estimation, we remove outliers, i.e., values below the
2" percentile and above the 98™ percentile, and normalize
the depth map to the range [—1,1]. Then, we repeat the
normalized depth map 3 times along the color channel to
match the VAE encoder’s expected input shape. Normals,
on the other hand, can be encoded directly since they are
already in the desired range of [—1, 1] and match the num-
ber of channels. The only data augmentation we utilize is
random horizontal flipping.

Training Details. We mask out undefined depth values in
the Hypersim dataset, and pixels surpassing the far plane
for Virtual KITTI 2. When training Marigold for normal
prediction as a diffusion estimator, the mask is downsam-
pled by a factor of 8 to match the latent resolution. Thus,
we neither enforce nor supervise undefined regions. For
the end-to-end fine-tuning of GeoWizard, both the scale and
shift invariant depth loss and the angular loss are optimized
jointly. Scaling the depth loss by a factor of 0.5 roughly
ensures equal magnitude.

Evaluation Datasets. For monocular depth estimation,
we follow the evaluation strategy of Marigold and evaluate
on commonly used benchmarks. NYUv2 [44] and Scan-
Net [7] provide RGB-D data of indoor environments cap-
tured with Kinect cameras. We use the official NYUv2
test split, consisting of 654 instances, while for ScanNet,
Marigold’s set of 800 randomly sampled images from the
312 validation scenes [24] is employed. ETH3D [43] and
DIODE [46] offer high-resolution depth data for both in-
door and outdoor scenes, derived from LiDAR sensors. We
evaluate on all 454 samples in ETH3D and on DIODE’s val-
idation set, comprising 325 indoor and 446 outdoor exam-
ples. For KITTI [15], consisting of outdoor driving scenes
captured by vehicle-mounted cameras and LiDAR sensors,
the Eigen test split [12] is used, containing 652 images.
Regarding surface normal estimation we utilize the offi-
cial DSINE [2] evaluation pipeline and data, comprised of
the NYUv2 test split, 300 ScanNet [44] samples, the full
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Table A-2. Frozen vs. fine-tuned VAE decoder. We conduct
end-to-end fine-tuning of Marigold [24] for depth estimation, and
assess the effect of freezing or fine-tuning the weights of the pre-
trained VAE decoder.

Decod NYUv2 [44] KITTI[I15] ETH3D [43] ScanNet[7] DIODE [46]
ecoder

AbsRel| §171 AbsRel] §11 AbsRel| 511 AbsRel] 517 AbsRel] §11
Frozen 52 9.6 96 919 62 959 58 962 302 779
Fine-tuned 53 965 9.6 919 62 960 58 96.1 302 77.7

iBims-1 [26] dataset, which is a small high-quality RGB-D
dataset of 100 samples, and Sintel [5], made up of 1064 syn-
thetic outdoor examples derived from an open-source 3D
animated short film.

Evaluation Details. For most existing methods in Tab. 5
and Tab. 6 we obtain the performance metrics either from
the papers introducing these methods or from the Marigold
and DSINE papers. The missing scores, like those of the
newer GeoWizard [14] and DepthFM [16] models, are ob-
tained by reevaluating the respective models with their of-
ficial inference code and released checkpoints. In the case
of DepthFM, the prediction alignment with respect to the
ground-truth metric depth happens in the log metric space.

C. Additional Results

GeoWizard for Depth Estimation. GeoWizard [14]
jointly predicts depth and surface normals, using a simi-
lar training and evaluation setup as Marigold. We find that
GeoWizard suffers from the same flaw in the DDIM im-
plementation as Marigold, and end-to-end fine-tuning the
model for depth and normal estimation significantly boosts
the performance (see Tab. A-3 and Tab. 3 in the main text).
In particular, the fine-tuned model performs better than both
the fixed single-step model and the previously best reported
results with 50 steps and ensembling of 10 predictions.

Further Comparisons to DepthFM. DepthFM [16] pro-
poses a direct mapping from input images to depth maps
through flow matching, leveraging Stable Diffusion v2 [39]
as a prior. We observe that, apart from the ETH3D 41
and DIODE [46] metrics, a simpler approach like E2E FT
achieves better performance with a more than 10x speedup
as seen in Tab. A-4.

Fine-Tuning the VAE Decoder. By default, we keep the
pretrained VAE decoder frozen while conducting end-to-



Table A-3. Fixed DDIM scheduler and end-to-end fine-tuning (E2E FT) for GeoWizard’s [14] depth estimation. We use the official
code and model weights to re-evaluate the method on all datasets. Inference time is for a single 576 x768-pixel image, evaluated on an
NVIDIA RTX 4090 GPU. We obtain significant speed-ups, improving results.

Inference NYUv2 [44] KITTI[15] ETH3D [43] ScanNet [7] DIODE [46]
Method Steps Ensemble .
time AbsRel| 617 AbsRel| 4§11 AbsRel| 4§17 AbsRel| 4617 AbsRel| 617
GeoWizard [14] 50 10 72s
» reproduced by us 50 10 72s 5.7 96.2 14.4 82.0 7.5 94.3 6.1 95.8 314 77.1
GeoWizard + DDIM fix 1 1 254 ms 5.8 96.1 133 84.7 7.8 94.3 6.2 95.7 32.0 76.0
GeoWizard + E2E FT 1 1 254 ms 5.6 96.1 9.8 91.4 6.3 95.7 5.9 96.2 30.6 77.9

Table A-4. Comparison of DepthFM [16] with the DDIM-fixed and end-to-end fine-tuned (E2E FT) Marigold and Stable Diffusion
models. We re-evaluated DepthFM [16] on all datasets using the official code and model weights, with 4 inference steps and an ensemble
size of 6. Inference time is for a single 576 x 768-pixel image, evaluated on an NVIDIA RTX 4090 GPU.

Inference  NYUv2 [44] KITTI [15] ETH3D [43] ScanNet [7] DIODE [46]
Method Steps Ensemble .
time AbsRel] 617  AbsRel| 6117  AbsRel] 611  AbsRel| 617  AbsRell 517
DepthFM [16] 4 6 1.67s
» reproduced by us 4 6 1.67s 69 954 114  88.1 6.5 96.2 81 925 25.0 783
DepthFM 1 1 132ms 7.5 95.0 11.6 875 6.7  96.0 8.3 92.3 253 719
Marigold [24] + E2E FT 1 1 121 ms 52 96.6 9.6 919 62 959 58 962 302 779
Stable Diffusion [39] + E2EFT 1 1 121 ms 54  96.5 9.6 921 64 959 58 965 303 776

end fine-tuning. Tab. A-2 shows that fine-tuning the weights
of this decoder does not improve performance.

Further Qualitative Samples. Fig. A-4 and Fig. A-5
show qualitative results for depth and normals estimation,
respectively, comparing Marigold [24] and the end-to-end
fine-tuned models. The fixed single-step model fails to pro-
duce sharp results, while the multi-step model exhibits no-
ticeable over-sharpening and high-frequency noise artifacts
(even after ensembling), particularly in the normals estima-
tions. In contrast, the end-to-end fine-tuned models do not
exhibit these issues.

Addendum

We were made aware of recent work by Xu et al. [49].
Similar to us, they directly fine-tune Stable Diffusion in an
end-to-end fashion, however, we arrive to this point in a
very different way. We initially discovered the issue with
the DDIM scheduler, fixed this in Marigold, and in turn ar-
rived to an end-to-end fine-tuning scheme that works for
Marigold. Surprisingly, our ablations showed that this also
works well for direct fine-tuning of Stable Diffusion. The
main contribution of Xu et al. is an approach to fine-tune
Stable Diffusion (for a broader spectrum of tasks). How-
ever, even with additional modules on top, their method
achieves lower scores than some of the baselines. As
such, these results might lead one to conclude that end-to-
end fine-tuning is not a suitable alternative to multi-step,
diffusion-based depth and normal estimation. In contrast,
our simple end-to-end fine-tuning setup does outperform
diffusion baselines, demonstrating that it is an effective and
efficient alternative.
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Broken DDIM, N = 2

Broken DDIM, N = 4

Fixed DDIM, N = 2
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Figure A-3. Few-step inference of Marigold and Stable Diffusion. With more steps, the adverse effects of the broken DDIM scheduler
get less pronounced. Both Marigold and Stable Diffusion produce sharper outputs with more steps, but the difference is much greater for
Stable Diffusion.



Marigold (1, 1)

Marigold (50, 10)

Figure A-4. Additional qualitative samples for depth estimation. “Marigold (X, Y)” denotes Marigold using X inference steps with
an ensemble of size Y.
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.
Marigold + E2E FT

=
GeoWizard + E2E FT



RGB Marigold (1, 1) Marigold (50, 10) Marigold + E2E FT GeoWizard + E2E FT

Figure A-5. Additional qualitative samples for normal estimation. “Marigold (X, Y')” denotes Marigold using X inference steps with
an ensemble of size Y.
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