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Ground-to-UAV and RIS-assisted UAV-to-Ground
Communication Under Channel Aging: Statistical

Characterization and Outage Performance
Thanh Luan Nguyen, Georges Kaddoum, Tri Nhu Do, Zygmunt J. Haas,

Abstract—This paper studies the statistical characterization of
ground-to-air (G2A) and reconfigurable intelligent surface (RIS)-
assisted air-to-ground (A2G) communications in RIS-assisted UAV
networks under the impact of channel aging. A comprehensive chan-
nel model is presented, which incorporates the time-varying fading,
three-dimensional (3D) mobility, Doppler shifts, and the effects of
channel aging on array antenna structures. We provide analytical
expressions for the G2A signal-to-noise ratio (SNR) probability
density function (PDF) and cumulative distribution function (CDF),
demonstrating that the G2A SNR follows a mixture of noncentral χ2

distributions. The A2G communication is characterized under RIS
arbitrary phase-shift configurations, showing that the A2G SNR
can be represented as the product of two correlated noncentral χ2

random variables (RVs). Additionally, we present the PDF and the
CDF of the product of two independently distributed noncentral
χ2 RVs, which accurately characterize the A2G SNR’s distribution.
Our paper confirms the effectiveness of RISs in mitigating channel
aging effects within the coherence time. Finally, we propose an
adaptive spectral efficiency method that ensures consistent system
performance and satisfactory outage levels when the UAV and the
ground user equipments are in motion.

Index Terms—RIS, UAV, Channel Aging, Channel Characteriza-
tion, Outage Probability, Law of Total Cumulance

I. INTRODUCTION

INTEGRATED terrestrial and non-terrestrial networks
(TNTNs) have emerged as a pivotal innovation in the realm

of wireless systems, particularly for the advent of six-generation
(6G) networks [1]–[3]. The traditional non-terrestrial networks
(NTNs), previously limited to ground infrastructure coverage,
have seen a myriad of new applications emerge in beyond
fifth-generation (B5G) and 6G networks when integrated with
terrestrial communication networks [4]. This integration is
envisioned to offer widespread, seamless, and high-speed
connectivity for a multitude of device types and applications,
such as high-altitude platforms, unmanned aerial vehicles
(UAVs), different types of ground base stations (BSs) and both
stationary and mobile ground user equipments (GUEs). In this
context, three-dimensional (3D) flying UAV platforms, such as
Dà-Jiāng Innovations drones, play a critical role in enhancing the
capabilities of TNTNs by providing flexible, mobile platforms
that can be rapidly deployed to extend network coverage and
capacity in disadvantaged or remote areas [3], [5], [6].
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Authorized by the Federal Aviation Administration (FAA),
civilian drones are governed by a flight ceiling of 400 feet
(≈ 120 m) above ground level. Additionally, these drones are
permitted to fly at speeds of up to 100 mph (≈ 40 m/s) [7].
To optimize their performance, UAVs can communicate over
several frequency bands, including the 2 GHz [8], 5.8 GHz,
and 5030-5091 MHz bands. In the context of TNTNs, UAVs
are recognized for their cost-effectiveness and adaptability to
offer ubiquitous coverage to support a diverse range of appli-
cations [9]. Specifically, the integration of UAVs with cutting-
edge technologies, such as Terahertz (THz) communication, mas-
sive multiple-input multiple-output (mMIMO) communications,
and reconfigurable intelligent surfaces (RISs) are instrumental
in facilitating high-performance wireless communications, even
in disaster-stricken or remote areas [10], [11]. However, the
precision of UAV tracking, and the ground-to-air (G2A) and air-
to-ground (A2G) communications can be affected by position
deviation issues due to wobbling and antenna jittering caused by
body vibrations [12], [13]. Maintaining direct Line-of-Sight (LoS)
to the GUE facilitates consistent connections, whereas Non-
Line-of-Sight (NLoS) communication may require relay stations
for reliable connectivity. Unfortunately, UAVs might operate in
complex and unpredictable propagation environments, with A2G
links occasionally blocked by trees or high-rise buildings [6]. In
addition, the mobility of UAVs introduces a phenomenon termed
channel aging due to UAV’s variations in the G2A and A2G
channels over time. This phenomenon causes a mismatch between
the actual channel state information (CSI) and the estimated
CSI, rendering the estimated CSI outdated even if the channel
acquisition was perfect, which degrades the performance of UAV-
integrated wireless systems [14]–[17].

Recent research works have widely studied the deployment
of RISs in various environments, such as on the exteriors of
high-rise buildings, to improve A2G communications [18]–[21].
Using planar arrays of many low-cost passive elements, which
can range from a few to thousands of elements [22]–[24],
RISs can intelligently manipulate the direction of the impinging
electromagnetic waves, thus improving coverage and reliability,
especially when direct LoS links are scarce. However, RIS oper-
ation requires perfect CSI for optimal phase shift configuration,
posing a challenge in dynamic communication environments like
UAV-integrated systems. Next, we shed light on some recent
works that are relevant to our research.

The study in [17] considered networks of cellular-connected
UAV swarms and a massive MIMO BS, where the authors
developed a closed-form expression for the signal-to-interference-
plus-noise ratio that determines the uplink spectral efficiency
(SE) of RIS-assisted A2G channel. In [21], the authors studied
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multi-hop multi-RIS-aided systems and proposed characterizing
the true distribution of the RIS-assisted channel’s magnitude by
a double Nakagami-m distribution. This approach is similar to
the generalized-K distribution used to describe the behavior of
a more straightforward system with a single RIS and a single-
hop system in [11]. Under the Rayleigh fading assumption, the
authors in [25] derived the SNR’s exact distribution in RIS-
assisted communication systems without LoS, following which
the Central Limit Theorem (CLT) was adopted to approximate
the derived results to noncentral χ2 distribution. In [18], which
considered a single-antenna UAV serving multiple GUE with
the aid of multiple RISs under independent and not necessarily
identically distributed (non-IID) Rician fading with imperfect and
outdated CSI, the authors applied the CLT to characterize the
A2G signal-to-noise ratio (SNR) by a noncentral chi-squared (χ2)
distribution. While this noncentral χ2 distribution is mentioned
in [18] and [25], the degrees of freedom (d.o.f.) are set to 2,
which oversimplifies the distribution. Specifically, the noncentral
χ2 distribution, with 2k d.o.f., noncentrality 2λ, and scale γ̄

2 , is
equivalent to the generalized κ-µ distribution through a parameter
transformation. This highlights a research gap that requires further
study for more accurate characterization. In another approach,
[16] examined the effects of channel aging on RIS-enhanced
massive MIMO systems with mobile UEs, where SE optimization
under imperfect CSI was presented. The research also suggested
that performance degradation due to channel aging can be miti-
gated by adjusting the frame duration or increasing the number of
RIS elements. Moreover, the authors in [26] evaluated the perfor-
mance of RIS-assisted communications, accounting for hardware
imperfections and channel aging due to GUE movement. In [27],
the authors considered a UAV-mounted RIS system and character-
ized the end-to-end (e2e) SNR using the α-µ distribution, where
the CLT is adopted for asymptotically large numbers of reflecting
elements, e.g., up to 642 elements. However, the works in [16]
and [26] did not consider UAV systems. In addition, although
UAV systems are considered in [18], [21], [27], the impact of
channel aging was not addressed in any of the references. While
RIS-assisted UAV wireless communication has gained significant
attention in the literature, there is limited analysis of the statistical
characterization of G2A and RIS-assisted A2G communications
under channel aging. Moreover, most works do not take into
account the size of the RISs when the number of reflecting
element grows. This research gap has resulted in a lack of tools to
facilitate the systematic design, such as how large can the SE be
achieved without compromising the end-to-end outage probability
(eOP) when the UAV and GUE are in motion.

This paper aims to fill the aforementioned gaps by studying
the statistical characterization of G2A and RIS-assisted A2G
communications under the impact of channel aging. Specifically,
we derive the exact distribution, including the probability density
function (PDF) and cumulative distribution function (CDF), of
the G2A SNR using Laplace transform and inverse Laplace
transform. For the RIS-assisted A2G communication, we first
derive the characteristic function (CF) of the A2G communica-
tion under arbitrary phase-shift configurations (PSCs). We then
propose characterizing the A2G channel as a complex Gaussian
distribution conditioned on the estimated (i.e., delayed) CSI and
RIS phase shifts. The key contributions of this paper can be

summarized as follows1:
• We consider an RIS-assisted UAV system designed to ac-

commodate the three-dimensional (3D) movements of the
UAV and GUE. Specifically, our analysis can be used for the
BS and RIS with antenna array architectures, with uniform
planar array (UPA) as a special case. As a result, our
analysis is also applicable for large RISs, where the size
of the RIS cannot be neglected. Moreover, we introduce a
comprehensive channel model that accounts for time-varying
fading, continuous-time mobility, Doppler frequency shifts,
and channel aging.

• For the G2A communication, we derive a analytically
tractable expression for the G2A SNR PDF while the
delayed CSI-based maximal ratio combining (MRT) is
adopted. Our findings reveal that the G2A SNR follows a
mixture of noncentral χ2 distributions, which is later shown
to be directly related to the κ-µ-squared distribution. This
important finding enables us to determine the exact G2A
SNR CDF without further complex derivations.

• The unique technical contribution of our paper lies in our
unified characterization of the A2G communication under
arbitrary PSC. Specifically, we derive the exact CF of the
complex RIS-assisted A2G channel, conditioned on delayed
CSI and RIS phase shifts. Then, the conditional A2G channel
is found to follow a complex Gaussian distribution when the
RIS has sufficiently large number of elements, denoted as
N . This leads us to a novel finding that the A2G SNR is
characterized by the product of two correlated non-central
χ2 RVs. Simulation of Kullback–Leibler divergence between
the exact and characterized A2G SNR is also presented to
illustrate the accuracy of the proposed characterization.

• We tailor the method of moments to characterize the A2G
SNR as the product of two independent noncentral χ2 RVs.
Our approach includes a framework for matching central
moments of the noncentral χ2 distribution, where the law of
total cumulance (LTC) is utilized for this purpose. Addition-
ally, we introduce novel and exact PDF and CDF expressions
for the product of two non-IID noncentral χ2 RVs to derive
the A2G SNR PDF and CDF. Interestingly, our results show
that the derived PDF/CDF is surprisingly accurate even with
only N = 22 reflecting elements.

• For the system performance analysis, we examine the eOP
under a fixed target SE and its asymptotic behavior. As a
case study, we employ random mobility models for the GUE
and UAV, specifically the random waypoint mobility (RWM)
model and reference point group mobility (RPGM) model,
to examine temporal fluctuations in the eOP. Subsequently,
we introduce an adaptive SE approach to maintain the eOP
at satisfactory levels, ensuring a consistent and reliable
connection as the GUE and UAV are in motion.

Notations: E[·], Var[·], µ3[·] denotes expectation, variance, and
third central moment operators, respectively; X =d Y , X ≈d Y ,
and X→d Y indicate that the RVs X and Y are equal, ap-
proximately equal in distribution, and X is matched to Y in
distribution, respectively.

1Part of this paper was presented at the 2024 IEEE International Conference
on Communications [28].
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RF Obstructions

Fig. 1. Illustrations of a G2A and RIS-assisted A2G wireless system, where the
RIS is installed on houses and/or buildings.

II. SYSTEM MODEL

We consider a UAV-assisted terrestrial network, shown in
Fig. 1, where a single-antenna UAV is serving a single-antenna
GUE by relaying the information from the M -antenna BS.
In this system, the direct BS-GUE and UAV-GUE links are
absent due to various Radio Frequency (RF) obstructions [6].
Hence, we consider a RIS with N reflecting elements, installed
on a building facade, to facilitate a virtual LoS link for the
A2G communication [18]–[21]. Hereafter, we use S, Sm, U,
R, Rn, and D as subscripts to depict the BS, the BS’s antenna
m ∈ M ≜ {1, 2, . . . ,M}, the UAV, the RIS, the reflecting (or
RIS) element n ∈ N ≜ {1, 2, . . . , N}, and the GUE, respectively.
In addition, the transmission from BS to GUE is equally divided
into two orthogonal time slots as follows. During the first time
slot, the BS transmits the unit-energy information signal xS to the
UAV. In the second time slot, the UAV decodes xS and forwards
the re-encoded version pxU to the GUE with the help of the
RIS. Moreover, we denote pAB(t) ≜ [xAB(t), yAB(t), zAB(t)]

T

as the 3D Cartesian coordinates of node A with respect to
node B, where A,B ∈ {S,Sm,U,R,Rn,D}. The conversion
from the spherical coordinates [dAB(t), θAB(t), φAB(t)]

T to the
3D Cartesian coordinates is [29]xAB(t)

yAB(t)
zAB(t)

=dAB(t)

cos θAB(t) cosφAB(t)
cos θAB(t) sinφAB(t)

sin θAB(t)

≜dAB(t)rAB(t), (1)

where the unit vector rAB(t), i.e., ∥rAB(t)∥2 = 1, represents the
direction from node A to node B, while dAB(t), θAB(t) ∈ [0, π],
and φAB(t) ∈ [0, 2π] denote the distance [m], the elevation angle
[rad], and the azimuth angle [rad], between nodes A and B,
respectively. The conversion from the Cartesian coordinates to
the spherical coordinates is given by

[dAB, θAB, φAB]
T
=

[√
x2

AB + y2AB + z2AB,

sin−1

(
zAB√

x2
AB + y2AB + z2AB

)
, cos−1

(
yAB

xAB

)]T
. (2)

We also denote pA(t) ≜ [xA(t), yA(t), zA(t)]
T as node A’s

Cartesian coordinates at time t with respect to the origin in a pre-
defined global coordinates system, thus pAB(t)=pB(t)− pA(t).

A. Time-Varying Fading Channel

We denote the time-varying channel coefficient from node A
to node B at time t as cAB(t) ≜

√
ℓAB(t)hAB(t), where ℓAB(t)

is the path loss component and hAB(t) is the small-scale fading
component. Moreover, we consider that all channels experience
Rician fading comprising a line-of-sight (LoS) path and multiple
non-LoS (NLoS) paths. Specifically, the channel vectors are

modeled as hAB(t) =

√
KAB(t)√

KAB(t)+1
h̄AB(t)+

h̃AB(t)√
KAB(t)+1

[30], where

h̄AB(t) represents the LoS component and h̃AB(t) represents the
NLoS components whose entries are independent and identically
distributed (IID) complex Gaussian RVs with zero mean and
unit variance. The Rician factor is modeled as a function of the
elevation angle as KAB(t) = K0e

2
π θAB(t) ln

Kπ
K0 for LoS scenarios,

where K0 and Kπ are environmental coefficients. It is noted that
KAB(t) = 0 indicates the NLoS scenarios, where the channel
experience Rayleigh fading. When antenna array architectures are
employed at the BS, we rewrite h̄AB(t) as [31, Eq. (5)][

h̄SU(t)
]
m

= exp
[
j2πt∆fSmU(t)

]√
MαS(rSU(t)), (3)

where ∆fSmU(t) is the Doppler frequency shift in the LoS
path induced by the movement of the UAV and αS(r) is the
normalized array response or normalized steering vector in the
direction r ∈ R3. In particular, the vector r = rSU(t) specifies
the direction of the waveform departing from the BS toward the
UAV, or the so-called direction of departure (DoD). The array
steering vector αS(r) in the direction r ∈ R3 can be expressed
as [32, Eq. (7.13)]

αS(r) =
[
ej

2π
λ rTpS1S0 , . . . , ej

2π
λ rTpSM S0

]T/√
M, (4)

where pSmS0
denotes the position of the mth antenna with respect

to the center of the antenna platform. Here, the wave vector in
[32, Eq. (7.13)] relates to the direction vector as k = 2π

λ r.
When the BS is equipped with an UPA in the yz-plane with

MH, MV and dH, dV being the number of elements and element
spacing on the y (horizontal) axis, and the number of elements
and element spacing on the z (vertical) axis, respectively, we have
pSmS0

= [0, (iSm
− 1)dH, (jSm

− 1)dV]
T, for m ∈ M, where

iSm = 1, . . . ,MH and jSm = 1, . . . ,MV are the corresponding
horizontal and vertical subscripts of the MH ×MV matrix, and
where MHMV = M . Specifically, iSm

and jSm
are determined

as (iSm
, jSm

) = (mod (m− 1,MH) + 1, ⌊(m− 1)/MH⌋+ 1) ≜
ind2sub ([MH,MV],m) [32].

Following (4), we rewrite the LoS component of the UAV-RIS
and RIS-GUE channel vectors as[

h̄UR(t)
]
n
= exp

[
j2πt∆fURn(t)

]√
NαR(−rURn(t)), (5)[

h̄RD(t)
]
n
= exp

[
j2πt∆fRnD(t)

]√
NαR(rRnD(t)), (6)

where ∆fURn
(t) and ∆fRnD(t) are the Doppler frequency shifts

in the LoS path induced by the movement of the UAV and
the GUE, respectively, and −rURn(t) is the direction of the
waveform departing from the UAV and arriving at the nth element
of the RIS. The direction −rURn

(t) is also referred to as the
direction of arrival (DoA). Moreover, rRnD(t) is the DoD of the
waveform departing from the nth element of the RIS toward

the GUE, and αR(r) =
[
ej

2π
λ rTpR1R0 , . . . , ej

2π
λ rTpRN R0

]T/√
N .

When the RIS has an UPA architecture in the yz-plane with
NH, NV, and dH, dV being the number of elements and element
spacing on the horizontal axis and the number of elements
and element spacing and vertical axis, respectively, we have
pRnR0

= [0, (iRn
− 1)dH, (jRn

− 1)dV]
T for n ∈ N , where,

for iRn = 1, . . . , NH and jRn = 1, . . . , NV and (iRn , jRn)
T

=
ind2sub ([NH, NV], n).
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B. Continuous-Time Mobility Model

The GUE’s motion with respect to the origin can be
modeled by the change of its positions over time as
pD(t, τ) = pD(t+ τ)− pD(t) ∈ R3 [29], where τ [sec] is the
delayed duration from the initial observation instant t [sec]. The
GUE’s motion can also be determined based on its average
velocity over a period τ , denoted as vD(t, τ), as

pD(t, τ) = pD(t) + τvD(t, τ). (7)

In various communication scenarios, the UAV is required to
move following the GUE’s movement to ensure uninterrupted
connectivity. In this case, the UAV’s motion is a function of the
GUE’s motion, and is modeled as

pU(t, τ) = pD(t, τ) + ∆pU(t, τ), (8)

where ∆pU(t, τ) ∈ R3 represents the UAV’s motion with respect
to the GUE’s motion.

The mobility of the UAV and GUE causes the A2G channel
to vary over time, which leads to the channel aging phenomenon
[14], [33], [34]. Channel aging causes the CSI to become outdated
due to the delay between the estimation time and the CSI
transmission time. Moreover, the velocity vectors of the UAV
and the GUE, i.e., vU(t) and vD(t), also vary over time, which
results in a time-varying Doppler frequency.

C. Time-Varying Doppler Frequency

If nodes A and B move with instantaneous velocities vA(t) ∈
R3 and vB(t) ∈ R3, respectively, the Doppler shift along the LoS
path is expressed as

∆fAB(t) =
fc
c
(vB(t)− vA(t))

T
rAB(t), (9)

where rAB(t) is determined in (1). We note that vA(t) = 0 (or
vB(t) = 0) implies that node A (or B) is standing still.

We note that (9) is applicable to 3D mobility scenarios, with
one-dimensional (1D) mobility being a special case. In this
context, the term vB(t) − vA(t) ≜ vAB(t) indicates the relative
velocity of node B with respect to node A. Moreover, (9) can
be equivalently represented by one-dimensional (1D) mobility
as ∆fAB(t) = ± fc

c ∥vB(t)− vA(t)∥ cos θAB(t), where θAB(t) is
determined in (2) and the ± sign is determined by whether
the node A is moving towards (+) or away (−) from node B,
respectively. Based on (9), we formulate the maximum Doppler
frequency shift across the NLoS components as

∆fmax
AB (t) =

fc
c
∥vB(t)− vA(t)∥ . (10)

D. Channel Aging Model

To measure the CSI aging caused by the Doppler effect, corre-
lation metrics are used to determine the time-varying property of
the CSI. Specifically, the channel state at a discrete time instant
tk can be modeled as [14], [34]

hAB[tk] = ρAB[tk]hAB[0] + ρ̄AB[tk]fAB[tk], (11)

where fAB[tk] =
d CN (0, I) represents the innovation component,

ρAB[tk] ∈ [−1, 1] is the temporal correlation coefficient between
the channel realizations at time instances 0 and k, and ρ̄AB[tk] =

√
1− ρ2AB[tk]. As in [14], [34], we consider that the channels

evolve according to Jakes’ model, thus

ρAB[tk] = J0

(
2πtkTs∆fmax

AB (tkTs)
)
, (12)

where J0(x) is the zeroth-order Bessel function of the first kind
and Ts [sec] is the channel sampling duration. Since ρAB[tk] is a
Bessel function, either change in the UAV velocity, GUE velocity,
or a higher sample index tk will yield a non-monotonic decrease
in the correlation coefficient which oscillates around zero with
decreasing magnitude.

Considering that the channels’ estimates at time instant τ are
perfect and that these estimates are used as the initial states to
get estimates of the channels at all other time instants, then the
channels’ estimates at later time instants will be inaccurate [16],
[34]. Thus, the current channel at time instant tk can be expressed
in terms of the estimated channel at the τ th time instant as [34]

hAB[tk] = ρAB[τ − tk]hAB[τ ] + ρ̄AB[τ − tk]zAB[tk], (13)

where zAB[tk] ∼ CN (0, I) denotes the independent innovation
component that correlates hAB[tk] and the (outdated) estimated
CSI hAB[τ ]. Hereafter, we drop the time indices and denote the
delayed CSI as phAB = hAB[τ ] for convenience.

E. Ground-to-Air Signal-to-Noise Ratio

In the first time slot, the BS applies the beamforming vector
wSU to steer the desired signal xS to the UAV, where E[|xS|2] = 1.
Hence, the received signal at the UAV is obtained as

yU =
√

PSℓSU

[
(ρSUphSU + ρ̄SUzSU)

HwSU

]
xS + nU, (14)

where PS [W] denotes the BS’s transmit power and nU is the
additive white Gaussian noise (AWGN) with zero mean and
variance σ2

U [W] at the UAV. We assume that ℓS1U ≈ ℓS2U ≈ · · · ≈
ℓSMU = ℓSU since the maximum dimension of the BS’s antenna
array is significantly smaller than its distance to the UAV. More-
over, we consider that the BS adopts maximal ratio transmission
(MRT) using the estimated CSI, where wSU =

phSU

∥phSU∥ . Hence, the

G2A SNR under delayed CSI-based MRT is obtained as

γg2a =
PSℓSU

σ2
U

∣∣∣(ρSUphSU + ρ̄SUzSU)
H

phSU

∣∣∣2 ∥∥∥phSU

∥∥∥−2

. (15)

F. Air-to-Ground Signal-to-Noise Ratio

In the second time slot, the UAV decodes xS and forwards
the re-encoded version pxU to the RIS. Next, the RIS reflects the
signal pxU from the UAV to the GUE by intelligently adjusting
its phase-shift matrix. Hence, the received signal at the GUE is
obtained as

yD =
√
PU

(
N∑

n=1

√
ℓRnDhRnDβn

√
ℓURn

hURn
ejϑRn

)
pxU + nD,

(16)

where PU [W] is the UAV’s transmit power, nD is the AWGN
with zero mean and variance σ2

D [W] at the GUE, βn ∈ R
and ϑRn

=[0, 2π) are the amplitude reflection coefficient and the
phase-shift value of the reflecting element n ∈ N , respectively
[24], [33]. In practice, the number of phase-shifts is limited and
constrained by the phase-shift resolution, denoted by Q ≜ 2b,
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where b is the number of quantization bits and the value of a
phase shift belongs to the set Q =

{
0, 2π

Q , 4π
Q , ..., 2π(Q−1)

Q

}
[35].

Hence, the SNR received at the GUE is obtained as

γa2g =
PU

σ2
D

∣∣∣∣∣
N∑

n=1

√
ℓRnDhRnDβn

√
ℓURnhURne

jϑRn

∣∣∣∣∣
2

(17)

(a)
≊ γ̄a2g

∣∣hH
RDΘRhUR

∣∣2 ,∀n ∈ N , (18)

where ΘR ≜ diag
(
β1e

jϑR1 , . . . , βNejϑRN
)

represents the phase-
shift matrix, γ̄a2g ≜ PU

σ2
D
ℓURn

ℓRnD for any n ∈ N when the
RIS’s maximum dimension being considerably smaller than the
distances dRnD and dURn

[23], [35]. It is noted that our analysis
is applicable when the RIS dimensions are non-negligible. In

this case, we define ℓa2g ≜ 1
N

(∑N
n=1

√
ℓRnDβn

√
ℓURn

)2
as the

average effective A2G path loss, and the terms βn and γ̄a2g must

be modified to
√

ℓRnDβn

√
ℓURn√

ℓR
and PUℓa2g

σ2
D

, respectively.

III. STATISTICAL CHARACTERIZATION OF G2A AND
RIS-ASSISTED A2G COMMUNICATION

In this section, we study the statistical characteristics of the
G2A and A2G communications. Specifically, we derive the dis-
tribution, i.e., the PDF and CDF, of the G2A SNR. For the A2G
communication, we propose to characterize the A2G channel
distribution conditioned on the estimated CSI. Then, the PDF
and CDF of the A2G SNR are derived. Moreover, we focus on
the distributions of the LoS communication scenario since the
NLoS communication scenario can be analogously obtained by
setting the Rician-K factors to zeros [15].

A. Statistical Characterization of G2A Communication

We denote hSU ≜ (ρSUphSU + ρ̄SUzSU)
HwSU as the effec-

tive G2A small-scale fading channel. For practical purposes,
we consider a reasonable assumption that wSU and zSU are
statistically independent. Subsequently, hSU is characterized as
hSU =d CN

(
ρSUw

H
SU

phSU, ρ̄
2
SU

)
. We find that hSU exhibits the

properties of the Rician fading, where ρSUw
H
SU

phSU and ρ̄2SU
represent the effective LoS component and the average power of
the NLoS components, respectively. Applying the delayed CSI-
based MRT beamforming, hSU is further characterized as

hSU
d
= CN

(
ρSU

∥∥∥phSU

∥∥∥ , ρ̄2SU

)
. (19)

Under the delayed CSI-based MRT beamforming, wH
SU

phSU
follows the noncentral chi-square (χ2) distribution with scale
factor 1

2(KSU+1) , 2M degrees of freedom (d.o.f.), and noncen-
trality parameter 2MKSU. Such a fading falls into the category
of fluctuating LoS fading [36]. However, [36] only considers
that the magnitude of the LoS component follows a Nakagami-
m distribution, forming the Gamma-shadowed Rician fading
channel. Hereafter, we use the notation χ̃2

k (λ) to specify the
noncentral χ2 RV with scale 1

2 , 2k d.o.f., and noncentrality
parameter 2λ. The PDF and CDF of χ̃2

k (λ) are given by [37]

fχ̃2(k, λ;x) = e−x−λ
(x
λ

) k−1
2

Ik−1

(
2
√
λx
)
, x > 0, (20)

Fχ̃2(k, λ;x) = 1−Qk

(√
2λ,
√
2x
)
, x > 0, (21)

where Qk(a, b) = a1−k
∫∞
b

xke−
x2+a2

2 Iv−1(ax)dx denotes the
Marcum Q-function. For the noncentral χ2 distribution with scale
factor γ̄, denoted as γ̄χ̃2

k (λ), we adopt the scaling property
of PDFs and CDFs as f

γ̄χ̃2(k, λ;x) = 1
γ̄ fχ̃2(k, λ; x

γ̄ ) and
F
γ̄χ̃2(k, λ;x) = Fχ̃2(k, λ; x

γ̄ ), respectively, for γ̄ > 0.
Remark 1: The distribution of γ̄χ̃2

k (λ) is directly related to
the κ-µ-squared distribution with fading parameters (Ω, κ, µ).
Specifically, the two distributions can be transformed into each
other by setting the parameters as follows:

+ To obtain the κ-µ-squared distribution from the noncentral
χ2 distribution, set γ̄ = Ω

µ(1+κ) , λ = µκ, and k = µ.
+ To obtain the noncentral χ2 distribution from the κ-µ-squared

distribution, set µ = k, κ = λ
k , and Ω = γ̄(k + λ).

Theorem 1: Under the delayed CSI-based MRT, the PDF of
the G2A SNR is formulated as

fγg2a(x) = e
−M

KSUρ2SU
KSUρ̄2SU+1

− (KSU+1)x

γ̄g2a(KSUρ̄2SU+1)

(
KSU + 1

KSUρ̄2SU + 1

)M

×
M−1∑
i=0

(
M − 1

i

)
(ρ̄2SU)

i(ρ2SU)
M−i−1

γ̄M−i
g2a

(
x

ΞU

)M−i−1
2

× IM−i−1

(
2
√
ΞUx

KSUρ̄2SU + 1

)
, x > 0, (22)

where ΞU ≜ MKSUρ
2
SU(KSU + 1)γ̄−1

g2a and γ̄SU = PSℓSU
σ2

U
.

Proof: For convenience, the proof of (22) is presented in
Appendix A, which involves many mathematical manipulations
based on the Laplace transform of γg2a.

Corollary 1: Based on (22), we find that the G2A SNR under
the delayed CSI-based MRT follows a mixture of M noncentral
χ2 distributions, where the mth noncentral χ2 distribution is
identically distributed to γ̄χ̃M−m(λ), for m = 0, 1, . . . ,M − 1,
where λ ≜ M

KSUρ
2
SU

KSUρ̄2
SU+1

and γ̄ ≜ γ̄g2a
KSUρ̄

2
SU+1

KSU+1 . The mixing
proportion of each mth noncentral χ2 distribution is

κm ≜

(
M − 1

m

)
(ρ̄2SU)

m (KSU + 1)m

(KSUρ̄2SU + 1)M−1
(ρ2SU)

M−m−1.

Hence, based on the CDF noncentral χ2 RV’s CDF in (21),
we formulate the CDF of the G2A SNR as

Fγg2a(x) =

M−1∑
m=0

κmFχ̃2

(
M −m,λ;

x

γ̄

)
, x > 0. (23)

B. Statistical Characterization of RIS-assisted A2G Communica-
tion

As outlined in [11], [21], [25], [27], the phase-shift configura-
tion ϑRn = −∠ [hUR]n − ∠ [hRD]n, for all n ∈ N , is optimal in
the absence of channel aging. However, adopting the aforemen-
tioned configurations in the presence of channel aging requires
the current CSI hUR and hRD, which are usually unavailable
in practice since zUR and zRD are unknown. This inspired us
to focus on PSCs that are independent of zUR and zRD. Here-
after, we rewrite the phase-shift matrix as ΘR = ΘH

RDβRΘUR,
where βR = diag([β1, β2, . . . , βN ]) is the RIS amplitude reflec-
tion coefficients matrix, ΘUR = diag([ejϑUR1 , . . . , ejϑURN ]) and
ΘH

RD = diag([ejϑR1D , . . . , ejϑRN D ]) are the phase-shift matrices of
the UAV-to-RIS and RIS-to-GUE channels, respectively. Thus,
the phase-shift of the reflecting element ∀n ∈ N is rewritten as
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ϑRn = ϑURn − ϑRnD. Hence, we assume that the configured chan-
nel vectors µUR ≜ (βR)

1
2ΘURhUR and µRD ≜ (βR)

1
2ΘRDhRD

are characterized as

µUR
d
= CN

(
ρUR(βR)

1
2ΘURphUR, ρ̄

2
URβR

)
, (24)

µRD
d
= CN

(
ρRD(βR)

1
2ΘH

RD
phRD, ρ̄

2
RDβR

)
, (25)

respectively. Here, (24) and (25) suggest that
• Focusing solely on the phase shifts ΘRD and ΘUR configu-

rations, we can adjust the value at which the channel power
is concentrated.

• The reflection coefficient βR, not only influences the value
at which the channel power is concentrated, but also shapes
the spread or dispersion of the channel’s power distribution.

Let pµUR ≜ (βR)
1
2ΘURphUR and pµRD ≜ (βR)

1
2ΘH

RD
phRD, the

PDF of µUR conditioned on pµUR is given by

fµUR|pµUR
(y) =

|βR|−1

πN ρ̄2NUR
e
− 1

ρ̄2UR
(y−ρUR pµUR)

Hβ−1
R (y−ρUR pµUR)

, (26)

for y ∈ CN .
1) Effective Air-to-Ground Channel: In the following, we first

study the statistical characterization of the effective A2G channel
through the RIS.

Lemma 1: Denoting Z ≜ µH
RDµUR as the effective A2G

channel, the CF of Z conditioned on the estimated CSI, i.e.,
ĥURn

and ĥRnD, n = 1, 2, . . . , N , and the phase shifts, i.e., ϑRn
,

n = 1, 2, . . . , N , is obtained as

ΦZ|pµUR,pµRD
(jω) =

N∏
n=1

(
1 +
|ω|2

4
ρ̄2URρ̄

2
RDβ

2
n

)−1

× exp

{
−

|ω|2
4 ρ̄2URρ̄

2
RDβ

2
n

1 + |ω|2
4 ρ̄2URρ̄

2
RDβ

2
n

(
ρ2UR

ρ̄2UR

∣∣∣ĥURn

∣∣∣2 + ρ2RD

ρ̄2RD

∣∣∣ĥRnD

∣∣∣2)

+jρRDρUR

Re
(
ω∗ĥURn

βne
jϑRn ĥRnD

)
1 + |ω|2

4 ρ̄2URρ̄
2
RDβ

2
n

 , ω ∈ C,

(27)

Proof: We first derive ΦZ1,Z2(jω1, jω2) in Appendix B
as the joint CF of Z1 = Re(Z) and Z2 = Im(Z). Then,
applying the definition of the CF of complex RVs as ΦZ(jω) =
E{ejRe(ω∗Z)} = ΦZ1,Z2

(jω1, jω2), where ω = ω1 + jω2, for
ω1 ∈ R and ω2 ∈ R, and after some mathematical manipulations,
we obtain (27). This thus completes the proof.

The CF of the effective A2G channel in Lemma 1 provides the
following results:

• The joint CF of Z1 and Z2, denoted as ΦZ1,Z2(jω1, jω2),
is obtained as ΦZ1,Z2

(jω1, jω2) = ΦZ(jω1,−ω2).
• The CFs of Z1 and Z2 are ΦZ1

(jω1) = ΦZ1,Z2
(jω1, 0) =

ΦZ(jω1) and ΦZ2
(jω2) = ΦZ1,Z2

(0, jω2) = ΦZ(−ω2),
respectively.

• We find that ΦZ1(jω1)ΦZ2(jω2) ̸= ΦZ1,Z2(jω1, jω2),
which implies that Z1 and Z2 are correlated.

• The effective A2G channel Z can be characterized as
the sum of non-IID RVs. Specifically, we can rewrite Z
as Z =

∑N
n=1 Z

(n), where Z(1), . . . , Z(N) are non-IID
RVs. Comparing with (18), we determine that Z(n) =
hRnDβne

jϑRnhURn .

Let Z(n)
1 ≜ Re

(
Z(n)

)
and Z

(n)
2 ≜ Re

(
Z(n)

)
, we propose the

following characterizations:

Z
(n)
1

d
=βn

[∣∣∣∣ZURn + ZRnD√
2

+X
(n)
1

∣∣∣∣2
−
∣∣∣∣ZURn

− ZRnD√
2

+ Y
(n)
1

∣∣∣∣2
]
ρ̄RDρ̄UR

2
, (28)

Z
(n)
2

d
=βn

[∣∣∣∣ZURn − jZRnD√
2

+X
(n)
2

∣∣∣∣2
−
∣∣∣∣ZURn

+ jZRnD√
2

+ Y
(n)
2

∣∣∣∣2
]
ρ̄RDρ̄UR

2
, (29)

where ZURn
= ρUR

ρ̄UR
ĥURn

ejϑURn , ZRnD = ρRD
ρ̄RD

ĥRnDe
−jϑRnD , and

X
(n)
1 , Y

(n)
1 , X

(n)
2 , and Y

(n)
2 are independent and identically

distributed standard complex circularly symmetric Gaussian RVs.
Here, we utilize the notation =d, rather than ≈d, due to exact
matches between the right-hand sides (RHSs) and left-hand sides
(LHSs) of (28) and (29). However, it is important to note that (28)
and (29) do not account for correlations between Z

(n)
1 and Z

(n)
2 .

Nonetheless, these correlations are insignificant in characterizing
the distribution of |Z|2 when N is sufficiently large.

Proposition 1: Under channel aging, for sufficiently large N ,
the RIS-assisted A2G fading is characterized as

Z
d→CN

(
µZ≜ρRDρURphH

RDΘRphUR, σ
2
Z≜ρ2RDρ̄

2
UR

∥∥∥βR
phRD

∥∥∥2
+ρ̄2RDρ

2
UR

∥∥∥βR
phUR

∥∥∥2 + ρ̄2RDρ̄
2
UR ∥βR∥

2
F

)
. (30)

Proof: We find that

Z
(n)
1

d
=

χ̃2
1 (X1)− χ̃2

1 (X2)

2
βnρ̄URρ̄RD. (31)

where X1 ≜ 1
2 |ZURn

+ ZRnD|2 and X2 ≜ 1
2 |ZURn

− ZRnD|2.
For a noncentral χ2 RV modeled as Y =d χ2

k(X), the con-
ditional mean and conditional variance of Y given X are
E(Y |X) = k +X and Var(Y |X) = 2k + 4X , respectively. The
total mean of Y is directly computed by taking the expectation
of E(Y |X) over X as E(Y ) = E(E(Y |X)) = k + E(X).
Consequently, the total mean of Z(n)

1 is computed as

E
[
Z

(n)
1

]
=

E [X1 −X2]

2
βnρ̄URρ̄RD. (32)

The total variance of Y follows the law of total variance as
Var(Y ) = E(Var(Y |X)) + Var (E(Y |X)) [38]. Hence, the total
variance of Z(n)

1 is computed as

Var
[
Z

(n)
1

]
=

2E (1 +X1 +X2) + Var (X1 −X2)

4
β2
nρ̄

2
URρ̄

2
RD.

(33)

Hence, the total mean and total variance of Z1 are computed as

E(Z1) = E
[

N∑
n=1

Z
(n)
1

]
(a)
=

N∑
n=1

E
[
Z

(n)
1

]
= E[Re(µZ)], (34)

Var(Z1) = Var
[

N∑
n=1

Z
(n)
1

]
(b)
=

N∑
n=1

Var
[
Z

(n)
1

]
= Var[Re(µZ)] + E[σ2

Z ], (35)
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respectively, where (a) is based on the linearity of expectation,
and (b) is due to the fact that Z(n)

1 are mutually independent, as
shown in (28). The mean and variance of Z2 are analogous to
those of Z1 in (34) and (35), respectively, i.e., by simply replacing
Re(µZ) with Im(µZ).

According to the CLT, Z→d CN (E[Z],Var[Z]), where E[Z] =
E[µZ ] and Var[Z] = Var[µZ ]+E[σ2

Z ]. However, the CLT necessi-
tates an asymptotically large N . This motivates us to explore the
relationships σ2

Z → E
[
σ2
Z

]
and µZ →d CN (E[µZ ],Var[µZ ]),

resulting in (30). In this manner, we conclude the proof of
Proposition 1.

2) Effective Air-to-Ground Signal-to-Noise Ratio: Based on
Proposition 1, we note that the distribution of |Z|2 in the ideal
scenario ρ2UR = ρ2RD = 1 is simplified as

|Z|2 d
=
∣∣∣phH

RDΘRphUR

∣∣∣2 , (36)

which can be effectively characterized by the noncentral χ2 and
generalized-K-squared distribution [10], [11], [18], [23].

When ρ2UR → 0 and ρ2RD → 0, e.g., the UAV and GUE move
with very high speed, the distribution of |Z|2 is rewritten as
|Z|2→d

(∑N
n=1 β

2
n

)
χ̃2
1. In this case, the effective A2G channel

exhibits Rayleigh-like fading. Hence, configuring the phase shifts
ΘUR and ΘRD is ineffective in highly dynamic environments.
Nonetheless, increasing the number of reflecting elements can
yield considerable performance gains without the need for effec-
tive PSCs.

Most importantly, when ρ2UR, ρ
2
RD ∈ (0, 1), the A2G SNR can

be characterized as

γa2g
d→ γ̄a2g|Z|2

d→ γ̄a2gσ
2
Z χ̃

2
1

(
|µZ |2

σ2
Z

)
≜ γ̄a2gσ

2
ZγZ , (37)

for sufficiently large N . Here, the scale component σ2
Z is the

linear combination of non-IID noncentral χ2 RVs, which follows
the generalized noncentral χ2 distribution [37]. While the exact
PDF (or CDF) of the generalized noncentral χ2 distribution
remains unknown, the distribution is well characterized by a
noncentral χ2 distribution [37]. The approach followed to match
the true distribution of an arbitrary RV Y to the noncentral χ2

distribution is presented in Lemmas 2 and 3 as follows.
Lemma 2: For Y =d γ̄χ̃2

k(X), the mean, the second central
moment (variance), and the third central moment of Y are,
respectively, presented as

E[Y ] = (k + E[X])γ̄, (38a)

Var[Y ] = (k + Var[X] + 2E[X])γ̄2, (38b)

µ3[Y ] = (2k + 6E[X] + 6Var[X] + µ3[X]) γ̄3. (38c)

Proof: We adopt the LTC [38], [39], where the law of total
variance, utilized in the proof of Proposition 1, and the third
central moment are special cases of LTC. Here, the third central
moment of Y is derived as [38], [39]

µ3(Y ) = 3Cov [E (Y |X) ,Var (Y |X)]

+ E [µ3(Y |X)] + µ3 [E (Y |X)] , (39)

where the conditional moment and central moments are com-
puted as E(Y |X) = (k +X)γ̄, Var(Y |X) = (1 + 2X)γ̄2, and
µ3(Y |X) = (2 + 6X)γ̄3, respectively. Furthermore, we have

E[µ3(Y |X)] = (2 + 6E[X])γ̄3, µ3[E(Y |X)] = µ3[X]γ̄3, and
Cov[E(Y |X),Var(Y |X)] = 2Var[X]γ̄3. Plugging the foregoing
results into (39) yields (38c), completing the proof of Lemma 2.

Corollary 2: When X is deterministic and X = λ, the mean,
variance, and third central moment of Y d

= γ̄χ̃2
k(X) in Lemma 2

are obtained by treating E[X] = λ, Var[X] = 0, and µ3[X] = 0,
which yields

E[Y ] = (k + λ)γ̄, (40a)

Var[Y ] = (k + 2λ)γ̄2, (40b)

µ3[Y ] = (2k + 6λ) γ̄3. (40c)

Lemma 3: When matching the distribution of Y =d γ̄χ̃2
k(X) to

the noncentral χ2 distribution, denoted as Y →d γ̄Y χ̃
2
kY

(λY ), the
moment-based estimators for the parameters kY , λY , and γ̄Y are
derived as

• Case Var2[Y ] > 1
2E[Y ]µ3[Y ] > 3

4Var2[Y ]:

γ̄Y =
Var[Y ]

E[Y ]

Var[Y ]−
√

Var2[Y ]− 1
2E[Y ]µ3[Y ]

Var[Y ]
,

λY =

Var[Y ]
γ̄Y
− E[Y ]

γ̄Y
, and kY =

E[Y ]

γ̄Y
− λY . (41)

• Case Var2[Y ] ≤ 1
2E[Y ]µ3[Y ] or E[Y ]µ3[Y ] ≤ 3

2Var2[Y ]:

γ̄Y =
Var[Y ]

E[Y ]
, kY =

E2[Y ]

Var[Y ]
, and λY = 0, (42)

where E[Y ], Var[Y ], and µ3[Y ] are derived using (38) if X is an
RV or using (40) if X is deterministic.

Proof: In order to match the distribution of Y to the
noncentral χ2 distribution, we solve the system of equations
presented in (40) for k ≡ kY , λ ≡ λY , and γ̄ ≡ γ̄Y . Applying
the changes of variables x ← γ̄Y , y ← γ̄Y kY , and z ← γ̄Y λY

yields a new system of quadratic equations in terms of x, y, and
z. Solving this new system yields (41) and (42), which concludes
the proof of Lemma 3.

Proposition 2: The true distribution of the scale component σ2
Z

can be characterized by the noncentral χ2 distribution as

σ2
Z

d
= γ̄Z χ̃

2
NkZ

(NλZ) . (43)

Proof: The above proposition is based on matching the true
distribution of σ2

Z to the noncentral χ2 distribution using the
method in Lemma 3, for Y ≡ σ2

Z , kY ≡ NkZ , λY ≡ NλZ , and
γ̄Y ≡ γ̄Z . It is noted that the mean, variance, and third central
moment of σ2

Z are derived as

E
[
σ2
Z

]
=
(
1− ρ2RDρ

2
UR

)
∥βR∥2F, (44a)

µk

[
σ2
Z

] (a)
=
[(

ρ2RDρ̄
2
UR

)k
µk

(∣∣∣ĥRnD

∣∣∣2)
+
(
ρ̄2RDρ

2
UR

)k
µk

(∣∣∣ĥURn

∣∣∣2)] ∥∥∥βk
R

∥∥∥2
F
, (44b)

where µ2(·) ≡ Var(·) and (a) is due to the fact that the kth central
moments of a linear combination of non-IID RVs is written as
µk(aX + bY + c) = akµk(X) + bkµk(Y ), for k = 2 and k = 3,
where X and Y are non-IID and a, b, and c are constants. Since∣∣ĥAB

∣∣2 follows a noncentral χ2 distribution, its variance and third
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central moment are given by (40), with k = 1, λ = KAB, and
γ̄ = 1

KAB+1 . This completes the proof of Proposition 2.
The second case of Lemma 3 implies that the true distribution

of σ2
Z can be matched by the χ2 distribution with 2NkZ d.o.f.,

which is identical to the Gamma distribution with shape NkZ
and unit scale. In general, the PDF and CDF of a χ2-distributed
RV with 2k d.o.f. are given by [23]

fχ2(k;x) =
1

Γ(k)
xk−1e−x, x > 0, (45)

Fχ2(k;x) =
1

Γ(k)
γ(k;x), x > 0, (46)

respectively, where γ(k;x) is the lower incomplete Gamma
function [40, 8.35] and Γ(k) is the Gamma function [40, 8.31].

We recall from (37) that |Z|2→d σ2
ZγZ for sufficiently large

N . Here, we have Var[γZ ] = 1 + Var[X] + 2E[X] > 1 with
X ≡ |µZ |2

σ2
Z

, which is obtained from (38b). Given that Var[σ2
Z ]

is considerably less than 1, as calculated in (44b), we find that
Var[γZ ] is significantly larger than Var[σ2

Z ]. Consequently, the
statistical properties of |Z|2 are predominantly influenced by
the component γZ = χ̃2

1

(
|µZ |2
σ2
Z

)
in (37). However, the true

distribution of |Z|2 is not solely determined by the individual
distributions of σ2

Z and γZ but also by the correlation between
them. When these components are separately matched to other
distributions, the existing correlation is overlooked. To tackle this
problem, we propose the following matching:

|Z|2 d→σ2
ZγR, as N ≫ 1, (47a)

subject to E
[
|Z|2

]
= E

[
σ2
ZγR

]
and Var

[
|Z|2

]
= Var

[
σ2
ZγR

]
,

where σ2
Z and γR are non-IID. We highlight that γR→d γZ as

Cov
(
σ2
Z , γZ

)
= E

(
|µZ |2

)
− E

(
σ2
Z

)
E
(

|µZ |2
σ2
Z

)
→ 0.

Proposition 3: The dominant component γR can be character-
ized by the noncentral χ2 distribution as

γR
d
= γ̄Rχ̃2

kR=1 (λR) . (48)

Proof: The mean and variance of |Z|2 are derived as
E
[
|Z|2

]
= E

[
σ2
Z

]
+ E

[∣∣µZ

∣∣2] and Var
[
|Z|2

]
= Var

[
σ2
Z

]
+

Var
[∣∣µZ

∣∣2] + E
[
σ4
Z

]
+ 2E

[
σ2
Z

]
E
[∣∣µZ

∣∣2], where E
[
σ4
Z

]
=

Var
[
σ2
Z

]
+E
[
σ2
Z

]
. Since σ2

Z and γR are statistically independent,
the mean and variance of γR are computed as

E
[
γR
]
=

E
[
|Z|2

]
E
[
σ2
Z

] =
E
[
σ2
Z

]
+ E

[
|µZ |2

]
E
[
σ2
Z

] , (49)

Var
[
γR
]
=

Var
[
|Z|2

]
− Var

[
σ2
Z

]
E2
[
γR
]

Var
[
σ2
Z

]
+ E2

[
σ2
Z

] , (50)

where the mean and variance of σ2
Z are computed using (44).

Then, denoting µ̂Rn
≜ ĥ∗

RnDĥURn
ejϑRn , the mean of |µZ |2 is

E
[
|µZ |2

]
=

N∑
n=1

β2
nρ

2
RDρ

2
URE

[
|µ̂Rn
|2
]
+ 2βnρ

2
RDρ

2
UR

×
N∑

m=n+1
βmRe

(
E
[
µ̂Rn µ̂

∗
Rm

])
, (51)

where, for Lr(x) denoting the rth order Laguerre polynomial
[40], we have [18]

E
[
|µ̂Rn
|2r
]
=

Lr(−KRD)Lr(−KUR)

[KRD + 1]r[KUR + 1]r
r2Γ2(r). (52)

Obtaining the exact variance of |µZ |2 is quite complex,
which motivates us to adopt the Taylor series to derive an
accurate approximation. By adopting the Taylor series, where

∂
∂Re(z) |z|

2 = 2Re(z), and ∂
∂Re(z)2 |z|

2 = 2 for a complex-valued
variable z, we obtain

Var
[
|µZ |2

]
→ Var2 [µZ ] , if Var [µZ ]≫ E [Re (µZ)]→ 0,

→ 4Re (E [µZ ])Var [Re (µZ)] , otherwise, (53)

where Var
[
Re
(
µZ

)]
→ E

[∣∣µZ

∣∣2]−∣∣E[µZ

]∣∣2 if Im
(
E
[
µZ

])
→0,

otherwise Var
[
Re
(
µZ

)]
→ 1

2

[
E
[∣∣µZ

∣∣2]− Re
(
E2
[
µZ

])]
. Here,

E
[∣∣µZ

∣∣2] is derived in (51) and |E [µZ ]|2 is derived as

|E [µZ ]|2 =

∣∣∣∣ N∑
n=1

βnρRDρURE [µ̂Rn
]

∣∣∣∣2 . (54)

It is noted that the value of the expectations in (51) and (54)
depend on the PSC at the RIS, i.e., different PSCs yield different
expectations. Based on the foregoing results, we obtain the mean
and variance of γR in (49) and (50), respectively. Afterwards, γ̄R
and λR are derived using (40a) and (40b) for Y ≡ γR, γ̄ ≡ γ̄R,
and λ ≡ λR. This yields

γ̄R = E [γR]−
√

E2 [γR]− Var [γR], (55)

λR =
1

γ̄R

√
E2 [γR]− Var [γR], (56)

which completes the Proof of Proposition 3.
Based on Propositions 2 and 3, we characterize the RIS-

assisted A2G SNR as the product of two noncentral χ2 RVs.
The PDF and CDF of this distribution can be represented by an
infinite series of modified Bessel functions [41], at the cost of
significantly increasing computational complexity. In Theorem 2,
we propose another framework to derive the distribution of the
RIS-assisted A2G SNR.

Theorem 2: Under arbitrary PSCs, for a sufficiently large N ,
the RIS-assisted A2G SNR can be characterized by the product
of two non-IID noncentral χ2 RVs. In this case, the PDF of the
RIS-assisted A2G SNR is obtained as

fγa2g(z) =

B1∑
k1=A1

pK1
(k1)

B2∑
k2=A2

pK2
(k2)

(
γ̄Rγ̄Z γ̄a2g

)−1

×fK
(
NkZ + k1, kR + k2;

z

γ̄Rγ̄Z γ̄a2g

)
, (57)

where pK1(k1) = (NλZ)k1e−NλZ

k1!
and pK2(k2) =

λ
k2
R e−λR

k2!
are

the probability mass functions (PMFs) of Poisson-distributed RVs
with means NλZ and λR, respectively. Moreover,

fK(a, α;x) = x
a+α

2 −1 2Ka−α(2
√
x)

Γ(a)Γ(α)
= fK(α, a;x), (58)

for x > 0 specifies the PDF of the product of two non-IID
χ2-distributed RVs, which is also known as the generalized-K-
squared distribution.

Proof: See Appendix C.
In Theorem 2, the coefficients Ai and Bi, where i ∈ {1, 2},

are chosen to satisfy Pr(Ai ≤ Ki ≤ Bi)→ 1. Some special in-
stances include Ai = Bi = 0 when E(Ki) = 0 and Ai = 0 for
pKi(0) > 0. For large arguments, i.e., large a (or α), we propose
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modifying (58) as fK(a, α;x)→
[
a+

α+(α− x
a )2

2 − x
a

] fχ2(α; xa )
a

for a≫ 1.
Corollary 3: Under arbitrary PSCs, the CDF of the RIS-assisted

A2G SNR is obtained by replacing fK(a, α;x) in (58) with
the CDF of the product of two non-IID χ2 RVs. Specifically,
denoting the aforementioned CDF as FK(a, α;x) = FK(α, a;x),
we obtain FK(a, α;x) = 1

Γ(a)Γ(α)G2,1
1,3

(
1

a,α,0

∣∣x), x > 0, where
FK(a, α;x)→ 1

Γ(α)γ
(
α; x

a

)
= Fχ2

(
α; x

a

)
for a≫ 1.

C. Phase-Shift Configurations

From (49) and (51) in Proposition 3, we assert that the average
A2G SNR, derived as

E [γa2g] = γ̄a2g

(
E
[
σ2
Z

]
+ E

[
|µZ |2

])
, (59)

is a increasing function of Re
(
E
[
µ̂Rn

µ̂∗
Rm

])
, upper bounded by

E [|µ̂Rn
|]E [|µ̂Rm

|]. Thus, configuring phase shifts to increase this
value correspondingly improves the A2G SNR. Considering PSCs
where ϑRn and ϑRm are statistically independent for m ̸= n,
we have E

[
µ̂Rn

µ̂∗
Rm

]
= E [µ̂Rn

]E∗ [µ̂Rm
]. This is the case for the

delayed CSI-based PSC (DPSC) where we have ϑRn
= −∠µ̂Rn

for n ∈ N , which does not exploit phase shift values from other
reflecting elements. It is noted that the DPSC yields the maximum
average A2G SNR since

Re
(
E
[
µ̂Rn

µ̂∗
Rm

])
= E [|µ̂Rn

|]E [|µ̂Rm
|] . (60)

However, the DPSC comes with the trade-off of increasing
computational complexity within the RIS, which becomes par-
ticularly significant as the number of RIS elements scales into
the hundreds. In practice, the RIS can utilizes other less CSI-
demanding PSCs while minimizing performance degradation. For
PSCs that disregard the information from NLoS components in
the estimated CSI, we have

E [µ̂Rn ] =

√
KUR

KUR + 1

KRD

KRD + 1
h̄∗

RnDh̄URn
ΦϑRn

(jω|ω=1), (61)

where ΦϑRn
(jω) is the CF of the phase shift ϑRn

for n ∈ N and
ω ∈ R. Three common PSCs that fall into this category are:

+ Random PSCs: ϑRn
follows a specified distribution. The

most common adopted distribution is the uniform phase-
shift within the interval [a, b] ⊆ [−π, π] where we obtain
ΦϑRn

(jω|ω=1) =
sin b−sin a

b−a + j cos a−cos b
b−a .

+ Fixed-value (static) PSCs: ϑRn
is fixed and ΦϑRn

(j) = ejϑRn

for n ∈ N . It is noted that ϑ1 = · · · = ϑRN
= 0 depicts the

communication scenario without PSCs.
+ LoS-based PSCs: ϑRn

is a function of the LoS component.
Here, ϑRl

= −∠h̄URn + ∠h̄RnD yields the highest expected
value.

D. Performance Analysis

For performance analysis, we consider the end-to-end outage
probability (eOP), defined as the probability that end-to-end SNR
drops below a fixed target average SNR threshold γ̄th = 22R − 1,
where R [bps/Hz] denotes the target spectral efficiency (SE). The
eOP is formulated as [10]

P out
e2e(γ̄th) = Pr {min [γg2a, γa2g] < γ̄th} (62)

(a)
= 1−

[
1− Fγg2a(γ̄th)

] [
1− Fγa2g(γ̄th)

]
, (63)

where (a) is the result of γg2a and γa2g being non-IID, with
Fγg2a(x) given in (23), and Fγa2g(x) presented in Corollary 3.

Additionally, when the BS transmits with sufficiently large
power, we simplify the G2A SNR CDF as

Fγg2a(x)→ e
− MKSUρ2SU

KSUρ̄2SU+1
(KSU + 1)M (ρ̄2SU)

M−1

(KSUρ̄2SU + 1)M
x

γ̄g2a
, (64)

for x > 0, and where (x)n ≜ Γ(x+n)
Γ(x) is the Pochhammer

symbol. Moreover, when N is asymptotically large, e.g., hundreds
of reflecting elements, the CLT yields σ2

Z→E
[
σ2
Z

]
. Denoting

Ωa2g ≜ γ̄a2gE
[
σ2
Z

]
= PU

σ2
D
(1 − ρ2RDρ

2
UR)
∑N

n=1 ℓRnDβ
2
nℓURn

, and
since the normal (Gaussian) and the noncentral χ2 distributions
are related as χ̃2

kR
(λR)→d N (kR + λR, kR + 2λR) when λR

is sufficiently large, the A2G SNR CDF can be simplified as

Fγa2g(x)→ 1− Q

(
x

γ̄RΩa2g
− (kR + λR)

√
kR + 2λR

)
, x > 0, (65)

where Q(x) is the Q-function. It is noted that (65) is applicable
even when the maximum dimension of the RIS is non-negligible,
e.g., with hundreds of reflecting elements.

IV. MOBILITY MODEL

In this section, we consider a case study where the GUE
follows the Random Waypoint Mobility (RWM) model. The RWP
model is adopted to capture the random and unpredictable nature
of the GUE’s motion [42]. Moreover, the mobility of the UAV
is characterized by the Reference Point Group Mobility (RPGM)
model to introduce a degree of deviation in the UAV’s motion
relative to the GUE’s motion [43].

A. Random Waypoint Mobility (RWM) Model

The RWM model assumes that the GUE is initially moving
from a source waypoint wsrc

D (t) [m] to a destination waypoint
wdes

D (t) [m]. Here, the waypoints are statistically IID and uni-
formly distributed within the same active area RD [42]. During
the movement from wsrc

D (t) to wdes
D (t), the GUE’s velocity

vD(t) ∈ R3 [m/sec] remains constant and is determined as

vD(t) = vD(t)
wdes

D (t)−wsrc
D (t)

∥wdes
D (t)−wsrc

D (t)∥
≜ vD(t)r

rwp
D (t), (66)

where vD(t) [m/sec] is the GUE’s speed, which is uniformly
distributed within the interval [vmin, vmax], where vmin [m/sec]
and vmax [m/sec] are the minimum and the maximum GUE
speeds, respectively, and rrwpD (t) ∈ R3 represents the GUE’s
Cartesian direction of movement. Upon arring at wdes

D (t), the
GUE pauses (stays still) with a probability ppause for a duration
of τpause(t), uniformly distributed within the interval [τmin, τmax]
[sec], where τmin and τmax are the minimum and maximum pause
durations, respectively. For a probability of 1 − ppause, the GUE
moves to a new source waypoint wsrc

D (t+∆τ(t)) = wdes
D (t) and

destination waypoint wdes
D (t + ∆τ(t)) following the previously

presented procedure.

B. Reference Point Group Mobility (RPGM) Model

In the RPGM model [43], the UAV is initially positioned
uniformly within a circular area RU centered at a predefined
reference point pref

U (t) ∈ R3. This reference point has the same
motion as the GUE, i.e., pD(t, τ) = pref

U (t, τ) [44]. However,
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due to imperfect alignment, the UAV’s true motion deviates from
the reference point by the motion vector ∆pU(t, τ) following
a uniform distribution. Therefore, the time-varying velocity of
the UAV is vU(t) = limτ→0

pU(t,τ)
τ = vD(t) + ∆vU(t), where

∆vU(t) [m/sec] is the random deviation in the UAV’s velocity
compared to the GUE’s velocity, ∆vD(t) ≜ ∥∆vU(t)∥ denotes
the UAV’s speed deviation, which is uniformly distributed within
the interval [∆vmin,∆vmax].

C. Adaptive Target Spectral Efficiency

When both the GUE and the UAV are in motion, the eOP
widely fluctuate over time under a fixed target SE policy. This
fluctuation poses a challenge to maintaining a consistent and
reliable communication system. To combat this, we introduce
an adaptive target approach designed to stabilize the eOP. This
method ensures that the eOP consistently stays below a prede-
termined threshold L, increasing robustness against the unpre-
dictable mobility of the UAV and GUE.

The adaptive target SE, denoted as pR [bps/Hz], is obtained
by solving the eOP constraint P out

e2e (γ̂th) ≤ L for γ̂th, thus pR =
log2(1+γ̂th)

2 . Here, we adopt the following steps [28]
i) Solve Fγg2a (γ̂g2a) = L for γ̂g2a with Fγg2a(x) given in (64).
ii) Solve Fγa2g (γ̂a2g) = L for γ̂a2g with Fγa2g(x) given in (65).
iii) Compute γ̂th = min [γ̂g2a, γ̂a2g], yielding

γ̂th = min

[
e

KSUρ̄2SU+1

MKSUρ2SU

(
KSU + 1

KSUρ̄2SU + 1

)M (
ρ̄2SU

)M−1
γ̄g2aL,

Ωa2g

(
Q−1(1−L)

√
Var [γR] + E [γR]

)]
, (67)

where Q−1(x) is the inverse Q-function, i.e., Q−1(Q(x)) = x.

V. RESULTS AND DISCUSSIONS

This section presents benchmark results for the developed
PDFs and CDFs of G2A and A2G SNRs, alongside the eOP
and the target SE, not only to validate the correctness of the
introduced Propositions and the derived Theorems, but also to
provide a deeper understanding of the system behavior under
channel aging. We highlight that the results in this section can
be replicated using MATLAB. Moreover, for the computations
of the noncentral χ2 distributions in Theorem 1 and Corollary 1,
we employ the built-in functions ncx2cdf and ncx2pdf; while
for χ2 (or Gamma) distributions, the functions gamcdf and
gampdf are utilized. Unless stated otherwise, we present the
adopted simulation parameters in Table I. Moreover, the BS,
UAV, RIS, and GUE’s positions in the global coordinate systems
(i.e., MATLAB’s default coordinate system) are presented in
Fig. 2. For practical purposes, we consider the 3GPP Urban Micro
(UMi) standard to model the RIS-to-GUE channels’ path loss
[45]. Moreover, the 3GPP UMi-Airborne (UMi-AV) standard is
adopted to model the BS-to-UAV (G2A) and UAV-to-RIS (A2G)
path loss [46]. It is noteworthy that at a flight altitude of 120 m
adopted in Table I, the LoS probability is 1.0 [46], [47].

In Fig. 3, the simulated histograms and CDFs are obtained
using the functions histogram and ecdf, respectively. The
comparison shows a strong agreement between the analytical
and simulated results for different values of M . Moreover,
increasing M shifts the G2A SNR’s PDF and CDF to the right.
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Fig. 2. Illustration of the nodes’ initial positions are presented in the upper figures,
where pS1 = [0, 0, 10]T m, pU = [56,−10, 120]T m, pR1 = [75, 0, 25]T m,
and pD = [80.68, 14.15, 1.5]T m. The trajectories of the GUE and the UAV are
presented in the lower figure.

Fig. 3. Simulated and analytical results of (a) the G2A SNR’s PDF in (22) and
c) the G2A SNR’s CDF in (23) with different number of antennas and PS = 0
dBm.
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Fig. 4. Simulated and analytical results of the normalized RIS-assisted A2G SNR
PDF, defined as γ̃a2g ≜

γa2g

E[γa2g]
, with different number of reflecting elements.

Here, the right figure shows the relative entropy (Kullback–Leibler divergence)
between the exact A2G SNR γa2g in (18) and the proposed A2G SNR in (37).

Consequently, the G2A average SNR becomes higher, thereby
enabling it to meet more stringent target SNR thresholds.

Fig. 4 illustrates simulated and analytical results of the A2G
SNR PDF presented in Theorem 2, where PU = 0 dBm. Here, we
assume that the RIS utilizes the delayed-CSI based PSC and the
average A2G SNR given in (59). As N increases, the normalized
A2G SNR PDF becomes more concentrated around the mean;
specifically, the PDF gets closer to 1 with a decreasing variance.
It is noted that the Kullback–Leibler divergence, defined as DKL=∫∞
−∞ fγa2g(x) log

(
fγa2g (x)

f ′
γa2g

(x)

)
dx [23], in the right figure is produced

by using MATLAB’s built-in function relativeEntropy. As
|DKL| → 0, the A2G SNR’s true PDF fγa2g(x) converges to
the derived PDF f ′

γa2g
(x), given in (57). Notably, the proposed

characterizations for the A2G SNR based on Propositions 2 and
3 are accurate even when the number of reflecting elements is
small, i.e., N = 22 elements, with DKL = 10−2,

Fig. 5 shows the RIS-assisted A2G SNR with the PSCs
presented in Section III-C. As can be observed, the A2G SNR’s
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TABLE I
SIMULATION PARAMETERS

Parameter Value Parameter Value Parameter Value

Carrier frequency fc = 2 GHz [8], [17] Offsets pc
U = [50, 0, 120]T m [7] GUE active area RD = 20 m

Noise powers σ2
S = σ2

U = σ2 [dBm] pc
D = [75, 25, 1.5]T m Number of antennas M = 3× 3 antenna

σ2 = N0 + 10 log10 B + F [dBm] Rician factors K1 = Kπ = 10 dB Sample index tk = 5000

Noise spectral density N0 = −174 dBm/Hz [17] GUE speed vmin = vmax ≜ vD Target SE R = 1 bps/Hz
Channel bandwidth B = 10 MHz [8], [45], [46] vD = 40 m/s (144 km/h) Simulation duration 105 runs
Noise figure F = 5 dB Sampling rate Ts = 0.01 ms [48]
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Fig. 5. CDF of the A2G SNR with different PSCs, where N = 122 elements
and PU = 0 dBm.

true CDF matches the analytical CDF presented in Corol-
lary 3 despite different PSCs. From (17), we highlight that

γa2g ≤ PU
σ2

D

∣∣∣∑N
n=1

√
ℓRnD |hRnD|βn

√
ℓURn

|hURn
|
∣∣∣2, where the

right-hand side depicts the A2G SNR when the true CSI is
known and ϑRn

= −∠hRnD − ∠hURn
for n ∈ N . We refer to

the aforementioned configurations for ϑRn as the ideal PSC and
present the corresponding A2G SNR CDF only as benchmarks.
Furthermore, Fig. 5 also demonstrates that a reduction in K0

from 10 dB to 0 dB weakens the LoS component in both UAV-
to-RIS and RIS-to-GUE channels. This attenuation results in a
14% performance degradation when utilizing LoS-based PSCs as
opposed to delayed CSI-based PSCs which yield a 6% loss.
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Fig. 6. Simulated and analytical eOPs in (62) and (63), respectively, with varying
transmission powers, where P out

a2g = P out
e2e|Fγg2a

(γ̄th)=0 denotes the A2G OP.

Next, we observe the eOP against the transmission power in
Fig. 6, where PS = PU = P [dBm]. It is noted that simulated
results beyond 10−4 are unreliable since the number of simulation
times is insufficient, e.g., 105 runs in our case, hence analytical
results are preferred. The figure also shows that increasing
transmission power reduces the eOP, converging to the G2A
performance limit, expressed as P out

e2e(γ̄th)→ Fγg2a(γ̄th) = (64).
Although more transmit antennas can improve this bound, the
system encounters the lower bound faster as N increases.

Fig. 7(a) reveals that the average A2G SNR decreases as the
sample index tk increases, due to the decreasing correlation
coefficients. This decline reaches the first local minimum at
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Fig. 7. Average A2G SNR in decibels at PU = 0 dBm as a function of (a) the
sample indices tk , affecting the correlation coefficients ρUR and ρRD and (b) the
number of RIS elements.

tk = 2.4
2πTs∆fmax

UR
= 2.4

2πTs∆fmax
RD

, which is a decreasing function of
the GUE and UAV speed, and corresponds to zero correlation,
i.e., ρUR = ρRD = 0. Interestingly, the average A2G SNR is
increased to −11.2 dB from −22.2 dB when N is increased
from 282 to 1002 reflecting elements. This value is derived as
E [γ̄a2g] = E

[
γ̄a2g|Z|2

]
= Ωa2g based on the result in Section

III-B2. However, a larger N tapers off the increase in the average
A2G SNR, as shown in Fig. 7(b) since the RIS’s dimension also
increases significantly [24].
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Fig. 8. Average eOP and average SE over location index k with and without
target SE adaptation under different GUE speeds, where the target eOP in (67)
is set at 10−4 and M = 8 antennas.

In Fig. 8, we assume that channel estimation is initially
performed at tk = 0, shown for k ≥ 1. For subsequent
locations, the average eOP at index k is P̄ out

e2e[k] =
1
kP

out
e2e(tk, γ̄th),

where P out
e2e(tk, γ̄th) denotes the eOP at the specific time instant

tk = 5000, for which the UAV and GUE are located at pU[tk] and
pD[tk], respectively. The figure illustrates that, with an adaptive
target SE, the eOP is maintained below the desired outage level of
10−4, achieving significant stabilization, even as the GUE speed
increases from 10 m/s to 40 m/s. Without SE adaptation, however,
the eOP is subject to considerable fluctuations, compromising
communication stability and reliability over time. Notably, the
adaptive target SE may be unnecessary for the initial ten loca-
tions, as the system already performs below the 10−4 threshold
with the fixed target SE set in Table I.

VI. CONCLUSION

In this paper, we have developed a comprehensive channel
model that captures the time-varying fading, 3D mobility, Doppler
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shifts, and array antenna structures under the impact of channel
aging. Our analytical expressions for the G2A SNR PDF and
CDF, based on the noncentral χ2 distribution, demonstrated that
the G2A SNR follows a mixture of noncentral χ2 distributions.
The statistical characteristics of the A2G communication is thor-
oughly studied, revealing that the A2G SNR can be modeled as
the product of two independent noncentral χ2 RVs. Furthermore,
we have obtained precise PDF and CDF expressions for the
product of two non-IID noncentral χ2 RVs to derive the A2G
SNR distribution. Our results revealed that the RIS is effective
against channel aging as long as the communication is carried out
within a coherence time. Lastly, our adaptive SE method ensures
stable system performance at satisfactory outage levels.

APPENDIX A
PROOF OF THEOREM 1

Applying the Laplace transform of γg2a, we obtain Lγg2a(s) =

e−MKSU (1+∆1s)
M−1

(1+∆2s)M
eMKSU

1+∆1s
1+∆2s , where ∆1 = γ̄SUρ̄

2
SU and ∆2 =

γ̄SU
KSUρ̄

2
SU+1

KSU+1 . Then, the PDF of γg2a is the inverse Laplace
transform of Lγg2a(s) from s-domain to x-domain. Hence,

fγg2a(x) = e−MKSUe−
x

∆2 (∆1)
M−1(∆2)

−MeMKSU
∆1
∆2 e−

x
∆3

× L−1

{
sM−1

(s−∆−1
3 )M

e
MKSU

∆1
∆2∆3

s−∆
−1
3 ; s, x

}
, (68)

= e−MKSUe−
x

∆2 (∆1)
M−1(∆2)

−MeM
KSU∆1

∆2 e−
x

∆3

× dM−1

dxM−1
e

x
∆3 L−1

{
eMKSU

∆1
∆2∆3

1
s

sM
; s, x

}
, (69)

where ∆3 ≜ 1
1

∆1
− 1

∆2

= ∆1∆2

∆2−∆1
. Here, the frequency shifting

property and the derivative in the x-domain property of the
Laplace transform are used to obtain (68) and (69), respectively.
Using the Leibnitz’s rule for higher order derivatives and [49, Eq.
(1.13.1.5)], the derivative in (69) is derived as

Ξ(x) =
dM−1

dxM−1
e

x
∆3 x

M−1
2

IM−1

(
2
√
MKSU

∆1

∆2∆3
x
)

(
MKSU∆1∆

−1
2 ∆−1

3

)M−1
2

(70)

=
M−1∑
m=0

(
M − 1

m

)
e

x
∆3 x

M−m−1
2(

MKSU∆1∆
−1
2 ∆−1

3

)M−m−1
2

× IM−m−1

(
2

√
MKSU∆1∆3∆

−1
2 x

)
. (71)

Substituting (71) into (69) and after some mathematical manipu-
lations, we obtain (22).

APPENDIX B
PROOF OF LEMMA 1

From the result in [50, Eq. (3)], we find that Z1 and Z2,
conditioned on µUR and pµRD, are non-IID, and are statistically
characterized as Z1 =

dN
(
ρRDRe

(
µH

UR pµRD

)
,
ρ̄2

RD
2 ∥βRµUR∥

2
)

and Z2 =
dN

(
ρURIm

(
µH

UR pµRD

)
,
ρ̄2

RD
2 ∥βRµUR∥

2
)

, respectively.
Hence, the joint CF of Z1 and Z2, conditioned on µUR and pµRD,
is therefore expressed as

ΦZ1,Z2|µUR,pµRD
(jω1, jω2) = exp

[
ρRD

(
jω1Re

(
µH

UR pµRD

)

+jω2Im
(
µH

UR pµRD

))
− ω2

1 + ω2
2

4
ρ̄2RD ∥βRµUR∥

2

]
. (72)

Taking the expectation of (72) over µUR, conditioned on pµUR,
based on the PDF of µUR in (26) yields

ΦZ1,Z2|pµUR,pµRD
(jω1, jω2) =

|βR|−1

πN ρ̄2NUR
exp

[
−ρ2UR

ρ̄2UR
pµH

URβ
−1
R pµUR

]
×
∫
y∈CN

exp

[
− yHΣy +

ρUR

ρ̄2UR
2Re

(
yHβ−1

R pµUR

)
+ j2ρRDRe

(
ω1 − jω2

2
yH

pµRD

)]
dy, (73)

where Σ ≜ ω2
1+ω2

2

2 ρ̄2RDβR + 1
ρ̄2

UR
β−1

R is invertible and symmetric.
Then, based on [50, Eq. (8)], we obtain the following solution
for the complex Gaussian integrals

|Σ|
πN

∫
x∈CN

exp
[
xHΣx+ 2Re

(
xHb

)
+ j2Re

(
xHc

)]
dx

= exp

[∥∥∥Σ− 1
2b
∥∥∥2 − ∥∥∥Σ− 1

2 c
∥∥∥2 + jRe(bHΣ−1c)

]
, (74)

and since ω = ω1 + jω2, we have

ΦZ|pµUR,pµRD
(jω) =

|ΣβR|
−1

ρ̄2NUR
exp

[
− ρ2UR

ρ̄2UR

∥∥∥phUR

∥∥∥2
+

ρ2UR

ρ̄4UR

∥∥∥Σ− 1
2β

1
2

R
phUR

∥∥∥2 − |ω|2
4

ρ2RD

∥∥∥Σ− 1
2β

1
2

R
phRD

∥∥∥2
+ j

ρRDρUR

ρ̄2UR
Re
(

pµH
URΣ

−1β−1
R pµRDω

)]
, ω ∈ C. (75)

After some mathematical manipulations, we obtain (27). This
completes the proof of Lemma 1.

APPENDIX C
PROOF OF THEOREM 2

The PDF of |Z|2 is derived as f|Z|2(z) = E
[

1
σ2
Z
fγR

(
z
σ2
Z

)]
.

By adopting the identity E[g(X)] =
∫
x
g(x)fX(x)dx for the RV

X with PDF fX(x), we obtain

f|Z|2(z) =

∫ ∞

0

fγR

(
z
/
x
)

x
fσ2

Z
(x)dx. (76)

We note that a noncentral χ2 RV can be characterized as a
central χ2 RV with Poisson-distributed d.o.f. as χ̃2

k(λ)=
d χ̃2

K+k,
where K follows a Poisson distribution with mean λ. Applying
this property, we obtain σ2

Z =d γ̄Z χ̃
2
K1+NkZ

, where K1 follows a
Poisson distribution with mean NλZ . Hence, the PDF of σ2

Z is
rewritten as fσ2

Z
(x) =

∑B1

k1=A1

pK1
(k1)

γ̄Z
fχ2

(
NkZ + k1;

x
γ̄Z

)
for

x > 0. Similarly, we obtain γR =d γ̄Rχ̃2
K2+kR

, where K2 follows
Poisson distribution with mean λR. Moreover, the PDF of γR can
be rewritten as fγR(x) =

∑B2

k2=A2

pK2
(k2)

γ̄R
fχ2

(
kR + k2;

x
γ̄R

)
for x > 0.

Plugging the foregoing results into (76), then applying [40, Eq.
(3.471.9)] and the scaling property fγa2g(z) = γ̄−1

a2gf|Z|2
(
γ̄−1
a2gz

)
,

we obtain (57), which concludes the proof of Theorem 2.
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