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ABSTRACT

Recently, diffusion models have gained significant attention
as a novel set of deep learning-based generative methods.
These models attempt to sample data from a Gaussian dis-
tribution that adheres to a target distribution, and have been
successfully adapted to the reconstruction of MRI data. How-
ever, as an unconditional generative model, the diffusion
model typically disrupts image coordination because of the
consistent projection of data introduced by conditional boot-
strap. This often results in image fragmentation and incoher-
ence. Furthermore, the inherent limitations of the diffusion
model often lead to excessive smoothing of the generated
images. In the same vein, some deep learning-based models
often suffer from poor generalization performance, meaning
their effectiveness is greatly affected by different acceleration
factors. To address these challenges, we propose a novel
diffusion model-based MRI reconstruction method, named
TC-DiffRecon, which does not rely on a specific accelera-
tion factor for training. We also suggest the incorporation
of the MF-UNet module, designed to enhance the quality
of MRI images generated by the model while mitigating the
over-smoothing issue to a certain extent. During the image
generation sampling process, we employ a novel TCKG mod-
ule and a Coarse-to-Fine sampling scheme. These additions
aim to harmonize image texture, expedite the sampling pro-
cess, while achieving data consistency. Our source code is
available at https://github.com/JustlfC03/TC-DiffRecon.

Index Terms— MRI Reconstruction, Diffusion Model,
Fast MRI, Data Consistency, Texture Coordination

1. INTRODUCTION

Magnetic Resonance Imaging (MRI) is a cutting-edge medi-
cal imaging technology extensively employed in clinical diag-
nosis and treatment. However, its lengthy acquisition process
often results in image artifacts due to patient movement. To
address this issue, it is common to undersample K-space to

accelerate speed of MRI. MRI reconstruction seeks to miti-
gate this problem by utilizing the undersampled K-space to
generate de-aliased MRI images [1, 2]. This approach ef-
fectively preserves the original signal for clinical application,
while also reducing the acquisition time of MRI images.

The remarkable success of deep learning across vari-
ous research domains has instigated the utilization of mul-
tiple deep learning-based models in MRI reconstruction.
These models include convolutional neural networks [3],
graph neural networks [4], recurrent neural networks [5],
and transformers [6]. They have demonstrated exceptional
performance in reconstructing high-quality images at high
acceleration factors (AF).

In recent years, diffusion modeling[7, 8] has emerged as
one of the most promising generative models. It consists of
two basic processes forward process to perform noise addition
and sampling process to gradually remove the noise from the
image. Diffusion models have found extensive application
in MRI reconstruction. For instance, Peng et al. [9] pro-
posed a DDPM-based MRI reconstruction method, termed
DiffuseRecon, which exhibited superior reconstruction re-
sults for different AF when trained on fully sampled MRI
images. Chung et al. [10] proposed a fractional-based MRI
reconstruction model, which utilized a numerical SDE solver
and completed the reconstruction task iteratively through data
consistency steps. Güngör et al. [11] introduced AdaDiff to
enhance the model’s reconstruction performance during the
inference stage. Nevertheless, none of them consider the
inherent flaws present in the original U-Net of the diffusion
model, which leads to excessive smoothing of the sampled
images as well as poor imaging quality. In addition, since
the diffusion model is an unconditional generative model,
the data-consistent projection injected by the existing dif-
fusion model-based MRI reconstruction methods to achieve
conditional guidance usually impairs the image coherence.

In this work, we propose a novel Multi-Free U-Net (MF-
UNet) for the TC-DiffRecon model for MRI reconstruction.
The MF-UNet incorporates two uniquely designed modu-
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lation factors, which dynamically balance the contributions
from the trunk and jump-connect features intrinsic to the U-
Net architecture [12]. The first factor, known as the backbone
feature factor, is capable of amplifying the primary backbone
features, thereby enhancing the denoising process. However,
our findings indicate that while the inclusion of the backbone
feature scaling factor considerably improves the overall per-
formance, it might lead to an over-smoothing effect on the
resultant image texture. To mitigate this issue, we introduce
the second factor - the skip feature scaling factor - which
effectively alleviates the problem of texture over-smoothing.

Meanwhile, we introduce a novel Texture Coordination
K-space Guidance (TCKG) module, which performs data
consistency operations in K-space. By employing a texture
coordination strategy, we eliminate texture inconsistency and
screen fragmentation that could potentially arise from data
consistency operations. Furthermore, we adopt a Coarse-to-
Fine (C2F) sampling strategy to expedite the sampling pro-
cess and further alleviate texture incoherence. Of particular
note, our TC-DiffRecon model exhibits significant generaliz-
ability to MRI reconstruction of undersampled images across
varying AF. We conduct experiments on the FastMRI dataset
[13] and the results indicate that our model outperforms the
SoTA methods in terms of generalizability and image quality.

2. METHOD

2.1. Model overview

The architecture of our proposed TC-DiffRecon model is il-
lustrated in Fig. 1. The MF-UNet module is utilized to pre-
dict noise at the t-1 step. Concurrently, we employ the TCKG
module for iterative adjustments to reconstruct high-fidelity
target MRI images, conditioned on xobs. In this process, we
find that data consistency is ensured while maintaining the
image texture harmonization.

2.2. MF-UNet module

For the l-th block of the decoder in U-Net, xl signifies the
backbone features of the previous block’s backbone, while hl

represents the feature map propagated through correspond-
ing skip connections. According to previous research [14],
it is suggested that the backbone features of the U-Net in
the diffusion model contribute to denoising. Simultaneously,
the skip connections introduce high-frequency features into
the decoder, thereby accelerating the model’s convergence to
noise. However, this results in overlooking the fundamental
backbone semantics, subsequently weakening the denoising
capabilities of the backbone network. To harmonize these fea-
ture mappings, our MF-UNet employs two scalar factors, in
addition to the multi-head attention mechanism - a backbone
feature scaling factor bl for xl, and a skip feature scaling fac-
tor sl for hl. Specifically, the factor bl is designed to amplify
the backbone feature map xl, while the factor sl is purposed

to attenuate the skip feature map hl. For backbone features,
we adaptively adjust the scaling factor based on the feature
maps’ average, xl:

αl = (bl − 1) · xl −Min(xl)

Max(xl)−Min(xl)
+ 1, (1)

x′
l,i =

{
xl,i ⊙ αl, if i < C/2,

xl,i, otherwise,
(2)

where xl,i represents the i-th channel of the feature map-
ping xl, and C indicates the total number of channels in xl.
The backbone factor is represented by αl, while bl denotes
a scalar constant. It should be noted, however, that scaling
the backbone features may partially compromise the high-
frequency details of the image during the denoising process.
Therefore, to prevent the generation of excessively smooth
textures in the synthesized image, we limit the scaling opera-
tion to half the channels of xl, as outlined in Eq.(2).

For the skip feature, we additionally utilize spectral mod-
ulation in the Fourier domain. This approach aims to selec-
tively diminish the low-frequency component of the skip fea-
ture. Our intention is to further alleviate the issue of overly
smooth textures, a problem commonly caused by enhance-
ment denoising, as will be illustrated in follows:

h′
l,i = F−1(F(hl,i)⊙ βl,i),

βl,i(r) =

{
sl, if r < rthresh,

1, otherwise,

(3)

where ⊙ signifies pixel-level multiplication, while F and
F−1 represent the Fourier transform and the inverse Fourier
transform, respectively. The Fourier mask function, symbol-
ized as βl,i, specifies the range of the scale factor sl within
the Fourier transformed image. Here, r stands for the radius
and rthresh is the threshold frequency.

2.3. TCKG module

2.3.1. Data consistency strategy

As the model acquires the prior knowledge of MRI images
through training, and considering the distinctive physical
properties of these images, we utilize K-space information
for bootstrapping. This ensures the generated images uphold
data consistency. We first obtain an initial unconditional out-
put y′t according to the inverse process of the diffusion model.
Subsequently, an under-sampled K-space image xobs with a
zero mean noise is added to simulate its diffusion state at
step t and derive xobs,t. Following this, an under-sampling
mask M is employed to amalgamate the noisy observations
y′t mixed with the noise-added xobs,t. This process is repre-
sented as follows:

yt = F−1((1−M)Fy′t +Mxobs,t), (4)
xobs,t = xobs + F(N (0, (1− αt)I)). (5)



Fig. 1. Overall structure of the TC-DiffRecon. It substitutes U-Net in the diffusion model with MF-UNet, which can dynami-
cally adjust the weights of jump connections and backbone connections by two feature coordination factors. Within the TCKG
module, the model progressively integrates K-space information into the denoising process in a texture-coordinated manner.

The resultant yt is iteratively processed until it reaches
y0. Given that xobs,0 = xobs, y0 retains a congruent K-space
signal, achieving data consistency.

2.3.2. Texture coordination strategy

However, the data consistency operation can potentially result
in textural discordance in the image, thereby compromising
the quality of the generated image. At a specific time step t,
the contents of y′t might be incongruent with F−1xobs,t, lead-
ing to discordance in the yt−1 generated by Eq.(4). During the
denoising process at the subsequent time step t-1, the model
attempts to rectify the discordance of yt−1 to align with the
pθ(yt) distribution. This process introduces new inconsisten-
cies, preventing the model from converging, consequently re-
sulting in a discordant and low-quality image. To address this
important issue, as depicted in Fig.1, we propose a texture co-
ordination strategy: noise is reapplied to the yt−1 generated
at step t, creating a new yt. Subsequently, denoising at step t
is repeated K times, where K is a hyperparameter.

2.4. C2F sampling method

Given the extended sampling time of the diffusion model, and
with the aim of further addressing the texture incongruity in
images and enhancing the quality of the generated images, we
employ the C2F sampling method, which is inspired by re-
lated work [9]. Specifically, we accomplish this by compress-
ing the T-step sampling process to uniformly spaced shorter
schedules T, T-k, ..., 1 [10], where k > 1. Subsequently, we
average multiple parallel samples to minimize the larger noise
apparent in the image due to altering the diffusion step. Such
a process also assists in mitigating texture incoherence intro-
duced due to data consistency operations, thereby improving
semantic accuracy. As represented in Fig.2, C2F sampling
generates N instances of yt ∼ N (0, I) and denoises each at
the T/k steps according to the new sampling step. The re-

sults of the noise are averaged to obtain yavg0 . Ultimately,
yavg0 is refined through an additional Trefine step, which as-
sists in eliminating ambiguity introduced by the sample aver-
aging process, leading to more realistic reconstruction results.
For data consistency, during the refinement step, the TCKG
module directly utilizes xobs as input for data consistency.

3. EXPERIMENT RESULT

3.1. Dataset and implementation details

Our experiments are conducted using the FastMRI dataset
[13], which includes K-space data for MRI. We utilized
single-coil knee MRI scans from FastMRI, comprising 1172
subjects with approximately 35 slices per subject. The dataset
was partitioned into 973 subjects for training and 199 subjects
for evaluation. The FastMRI challenges offer the generating
function for the undersampling mask M. To avoid the inclu-
sion of slices with minimal information, the first five slices
of each subject were removed. The TC-DiffRecon network
model was built using the PyTorch framework and trained
utilizing NVIDIA GeForce RTX 3090 GPUs. Specifically,
during the training, the dropout was set at 0.3, the diffusion
steps at 4000, the learning rate at 0.0001, and the duration of
the training was set at 48h.

3.2. Comparisons

We compare the proposed TC-DiffRecon model with the
RNN model OUCR[15], which integrates an over-complete
CNN to enhance detail recovery capacity, and with the dif-
fusion model-based DiffuseRecon. Additionally, the recon-
struction results were compared with zero-fill reconstruction
(ZF) and U-Net [12]. As illustrated in Table 1, our method
surpasses the others across all metrics. First, we compared
them at 6× and 8× AF, where our model demonstrated su-
perior performance. To ascertain the generalizability of our



Fig. 2. C2F Sampling Process. C2F sampling methods produce multiple samples following the T/k steps of denoising. These
samples are subsequently averaged over yavg0 , followed by iterative refinement through Trefine steps.

Table 1. Comparison with SoTA method. Where the upper
and lower evaluation metrics are PSNR and SSIM respec-
tively. we first compare at the 6× and 8× AF. Then the robust-
ness of the model is verified by applying the 6×, 8× model on
10×, 4× downsampled inputs.

Methods 6× 8× 8×−→4× 6×−→10×

ZF 20.79 18.37 22.89 15.07
0.482 0.414 0.549 0.349

UNet [12] 26.19 25.83 27.64 21.49
0.521 0.509 0.613 0.437

OUCR[9] 27.64 26.23 27.87 24.31
0.534 0.514 0.631 0.479

DiffuseRecon[15] 27.81 26.57 27.94 25.91
0.586 0.547 0.635 0.526

TC-DiffRecon 28.74 27.33 29.73 26.45
(Our) 0.635 0.587 0.739 0.557

model, that is, the model’s performance under different AF,
we input undersampled images under 10× and 4× AF to train
the model on 6× and 8× AF images. Compared to models
that only target a single AF, there is no degradation in the
performance of our model. We also achieve superior results
compared to the DiffuseRecon model, which is also general.

3.3. Ablation studies

In the following section, we assess the impact of the MF-
UNet and texture coordination strategy implemented in the
TCKG module on overall model performance through a series
of ablation experiments. The results of which are displayed
in Table 2. When MF-UNet is removed, the evaluation in-
dexes of the reconstruction results under the four AF show
different degrees of degradation. This is due to the fact that
the MF-UNet module is able to effectively address the inher-
ent shortcomings of U-Net and avoids excessive smoothing in
the generated images. The performance metrics of the recon-
struction results are also degraded after removing the texture

Table 2. Comparison of ablation experiments. The second
experiment only removed the texture coordination strategy
from the TCKG module.

Methods 4× 6× 8× 10×
TC-DiffRecon 26.81 26.77 26.35 25.51

(w/o MF-UNet) 0.542 0.509 0.484 0.464
TC-DiffRecon 27.56 27.14 25.87 25.27
(w/o TCKG) 0.618 0.568 0.524 0.502

TC-DiffRecon 29.73 28.74 27.33 26.45
0.739 0.635 0.587 0.557

coordination strategy in the TCKG module. For instance, un-
der the 4× AF, the PSNR reduces from 29.73 to 27.56, and
the SSIM decreases from 0.739 to 0.618. These findings sug-
gest that the texture incoherence, inevitably introduced by the
data consistency projection, negatively impacts the quality of
the reconstruction results. However, our texture coordination
strategy effectively mitigates this issue.

4. CONCLUSION

In this paper, we propose TC-DiffRecon, a novel MRI recon-
struction model based on the diffusion model. We replace the
denoising model in the diffusion model with MF-UNet, which
enhances the realism of the reconstruction results through the
dynamic modulation of the two feature vectors. This effec-
tively mitigates the inherent issue of the diffusion model gen-
erating overly smooth images. By integrating K-space into
the backward diffusion process in a texture-coordinated man-
ner, enhancing our model’s robustness against varying AF.
Additionally, our approach incorporates the C2F sampling
method, accelerating the sampling process while further re-
ducing texture incoherence. Experimental data derived from
the FastMRI dataset [13] confirm that our model outperforms
the SoTA approach, delivering superior results compared to
models offering similar robustness to AF.
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