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Data annotation remains the sine qua non 1 of machine learning and AI. Recent empirical work on data annotation has begun to

highlight the importance of rater diversity for fairness, model performance, and new lines of research have begun to examine the

working conditions for data annotation workers, the impacts and role of annotator subjectivity on labels, and the potential psycholog-

ical harms from aspects of annotation work. Data annotation has become a global industry. This paper outlines a critical genealogy

of data annotation; starting with its psychological and perceptual aspects - what exactly are data annotators doing? What are data

annotations of? We draw on similarities with critiques of the rise of computerized lab-based psychological experiments in the 1970’s

which question whether these experiments permit the generalization of results beyond the laboratory settings within which these

results are typically obtained. These computerized tests enabled standardized presentation of stimuli and measures of accuracy and

response times at the expense of ecological validity. Similarly, do data annotations permit the generalization of results beyond the

settings, or locations, in which they were obtained? Moreover, Western psychology is overly reliant on on participants fromWestern,

Educated, Industrialized, Rich, and Democratic societies (WEIRD).Many of the people whowork as data annotation platformworkers,

however, are not from WEIRD countries; most data annotation workers are based in Global South countries. Social categorizations

and classifications fromWEIRD countries are imposed on non-WEIRD annotators through instructions and tasks, and through them,

on data, which is then used to train or evaluate AI models in WEIRD countries. Thus, another question is; what does it mean for

non-WEIRD workers to annotate data from and about WEIRD societies? Is there an inverse WEIRD effect? We synthesize evidence

from several recent lines of research and argue that data annotation is a form of automated social categorization that risks entrench-

ing outdated and static social categories that are in reality dynamic and changing. We propose a framework for understanding the

interplay of the global social conditions of data annotation with the subjective phenomenological experience of data annotation work.

1 INTRODUCTION

Despite the swift and significant progress in artificial intelligence, it remains an inescapable fact that these AI systems

fundamentally rely on humans for labeling the data essential for their training, evaluation, fine tuning, and adversarial

testing. Collecting large amounts of labeled data remains an indispensable part of the machine learning pipeline, and

progress in AI has been driven by labeled data and compute. There is a pervasive view that optimizing for inter-

rater reliability on large amounts of data overrides the qualitative aspects of the annotation process. Data has been,

according to some, unreasonably effective [44]. Unreasonably effective for what is less clear. Nevertheless, without

countless human annotations, the meteoric rise of AI could not have happened and effective machine learning results

would be impossible.

1Without which not: an essential condition; a thing that is absolutely necessary.
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1.1 Elusive ground truth

"Any assertion regarding facts, even the simplest...is already an interpretation...and therefore itself

already a theory" - Hans Reichenbach

The "ground truth," the foundation of machine learning models, is essentially a construct of human consensus [23].

In practice, this "truth" is often a reflection of the perspectives and interpretations of a specific cohort of domain experts

and model developers, who then convey these definitions to another group, typically the data annotation workers. This

process highlights the subjective nature inherent in the establishment of ground truths within AI systems. Crucially,

the ground truth formachine learning systems is a socially and human-constructed concept [50]. As others in the FAccT

community have argued, ground truth in annotation is not universal and disagreement among annotators can provide

a lens into social and cultural differences [9, 20]. However, using genealogy as method we deepen this critique and

orient our critique toward the fundamental nature of the project of data annotation, which serves as a technologically-

mediated form of social categorization, regardless of how it is implemented or how resulting annotations are used. The

ground truth in computer science does not exist independently of the minds of algorithm developers and human data

annotation workers. The question is who gets to decide what ground truth AI systems are learning [29]?

As we will unpack, machine learning is presumed to be both a truth-seeking and a knowledge-generating enterprise

[98]. It’s worth noting that the epistemic standards used to evaluate scientific knowledge differ from those applied to

AI systems. In fact, these standards are generally lower when ascribing knowledge to machines[14]. The purpose

of machine learning is about what can be inferred from data. However, machine learning seeks to circumvent the

requirement to explicitly set modeling assumptions prior to drawing inferences from a model’s output [104]. For the

sake of technical simplicity, machine learning operates under the assumption that there is a single, ostensibly neutral

ground truth for the concepts being annotated [6, 54].

1.2 The value-laden nature of data annotation and machine learning

A persistent and common folk misconception among AI practitioners is that machine learning involves objective math

and data and is therefore free of the interference of cultural values, personal speculation or emotional interest [51, 106].

However, the last decade of research has demonstrated that machine learning algorithms are in fact heavily laden with

the values of their creators [4, 13]. As Cathy O’Neil said, “Models are opinions reflected in mathematics” [72]. These

values also motivate how datasets are created, how problems to work on are chosen, what counts as data, and what

counts as "quality" data [75]. When those datasets have to be labeled, the values of the requesters of the labels are

reflected in the task instructions given to the data annotation workers [66, 101, 102]. Ultimately, the determination of

"correct" labels is often in the hands of a limited group of individuals within large technology companies and leading

institutions.

Having established that social and cultural values play an important role in machine learning, the key question

for anyone who advocates this view is: what and whose values [83]? If the values imposed on annotators are from

Western, Educated, Industrialized, Rich, Democratic (WEIRD) societies [48], the "ground truth" against which model

performance is benchmarked would equal WEIRD values. The WEIRD problem in psychology was identified a decade

ago and refers to the fact that the field is overly reliant on participants from Western, Educated, Industrialized, Rich,

and Democratic societies [21]. But it turns out that the lack of diversity in psychology is a symptom of much deeper

epistemic problems, to which we will return.
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And indeed there is ample evidence for example that the latest generation of Large Language Models and Text2Image

models reflect Western values [12, 52, 84]. Social categorizations and classifications fromWEIRD countries are imposed

on non-WEIRD annotators, and through them, on data, which is then used to train, fine tune or evaluate AI models

in WEIRD countries [29, 66, 102]. Critical data studies has also examined how data is never ‘raw’ [41, 66, 88], but is

shaped through the practices of collecting, annotating, curating and sensemaking, and thus is inherently sociopolitical

in nature. Indeed, raw unlabeled or uncleaned data is neither economically nor mathematically valuable at all; this is

why the entire data annotation industry exists.

These models are then used to automate decisions or make predictions on people inWEIRD countries (and beyond),

which, as is well-documented, can lead to myriad social harms, especially for already structurally vulnerable people

[60, 96]. This remarkably complex feedback loop has been under-theorized, and one aim of this paper is to unpack

aspects of it building on the growing body of scholarship around data annotation work [23, 29, 102].

The values inherent in data annotation practices undergo a complex interplay of interpretation across languages and

cultures, particularly when this task is outsourced to countries with lower labor costs through technology platforms

and business process outsourcing (BPO) companies. However, the annotators who are directed to apply these assigned

labels are seldom given the opportunity or channel to raise questions or challenge them. This situation perpetuates

the prevailing notion that the financial patron of the project possesses the authority to dictate the assigned meanings

[66].

1.3 AI is non-WEIRD people

The automated and intelligent products that we use in our daily lives, developed and marketed by companies in the

Global North, are fundamentally dependent on the efforts of millions of data annotation workers, predominantly from

the Global Souths[101]. In contrast to the celebrity status of AI researchers, the data annotation workers whose aggre-

gated judgements enable AI to work remain largely anonymous [42, 66, 101]. We also theorize what exactly the act of

data annotation is—a form of technology-mediated social categorization.

There is increasing focus on the labor practices and examining the power structures in the data industry in the

algorithmic fairness, CHI and FAccT literature [29, 54, 64, 66, 75]. Through ethnographic methods and social theory

these works have revealed data annotation to often be precarious while at same time data workers can be under tight

surveillance and control [42, 102]. Data annotation work is seen as unskilled, yet high-quality and accurate annotation

is expensive, time-consuming, and fraught with exploitative, unregulated labor practices in the very countries where

data is scarcest[42]. Additionally, integrating and acknowledging the lived experiences and identities of data annotators

and understanding how these factors influence their judgments present a significant challenge in the field of machine

learning. [29, 102].

1.4 Contributions

Our fundamental question we seek to investigate is: what are the implications of having people from very different

societies, located in disparate nodes in the global economy, make social judgements about people in other societies

mediated by algorithmic systems? How does the economic and social power of the data requesters influence the work

of data annotation? We argue that a holistic view of data annotation must take into account the way in which social

identities are manifest - and this requires very specific context-based analysis [3]. As Alcoff points out, identities

are constituted by social contextual conditions of interactions in specific cultures at particular historical periods [3].
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However, algorithmically mediated social judgements about people’s identities in different societies necessarily make

generalized claims about social categories as the entire purpose of machine learning is generalization.

In light of the above arguments, and with a concern for epistemic and social justice in AI, we make the following

contributions:

• We propose a comprehensive theoretical framework synthesizing the expanding body of literature on data

annotation. This framework operates on these two distinct but interconnected levels. First at the micro-level

analysis, individual psychology and perception, we examine the cognitive and perceptual aspects of data an-

notators. Second, at the macro-level analysis, social structures and global dynamics, we explore the broader

societal and economic forces that shape the data annotation industry.

• We draw parallels and critical comparisons with statistical inference in WEIRD experimental psychology and

the rise of machine learning.

• We propose an account for how to understand the interplay of social categories, social positions, and machine

learning.

2 WHAT EXACTLY IS DATA ANNOTATION?

Data annotation workers carry out a range of tasks fundamental to AI and machine learning; from data labeling

to text and image transcribing [58, 101]. Moreover, data work, of which labeling is a part, receives relatively little

attention compared to other stages of model development [88]. As we explain below, much of these tasks are essentially

forms of social categorization - a set of processes whereby human beings make judgments and inferences about how

various entities belong to myriad categories or adequately represent certain concepts [62]. Data annotation tasks are

commonly performed by workers from low-income countries, who often earn poverty wages and the work is part of

a large shift in the global economy toward precarious piecework [42, 58]. Reliable estimates are hard to come by as

statistics on data annotators are often proprietary. Crowdsourced data annotation work on large web-based platforms

is additionally following the gig-work model where there are few permanent jobs, fewer healthcare or retirement

benefits, and typically a lack of possibilities for union organization or establishing worker protection [42].

Data annotation is sometimes referred to as labeling or rating, and the people who perform this work are called

“annotators”, “labellers” or “raters”, but also "crowdworkers", "microworkers", "microtaskers", "gig workers" or "online

freelancers" [101]. These terms are overlapping and largely interchangeable and at bottom these terms refer to the act

of humans performing categorical judgements on image, video, text, audio or other data in order to provide machine

learning algorithmswith the above mentioned “ground truth” against which tomeasure predictive accuracy. We follow

Asmita Vij [101] in calling for the demystification of data annotation work: the producer of a commodity (labelled data)

and the means to used to produce that commodity (platforms), an accurate phrase to describe these workers is data

annotation platform workers.

Data annotation has become part of the infrastructure of AI [17, 88], and like physical infrastructure, few people pay

attention to the politics and power relationships that these infrastructures embody. Yet, the data labelling industry as

infrastructure is part of the background, necessary for the functioning of the tech industry and AI research but rarely

noticed or discussed. Much in the same way that the global supply chain for AI chips is a crucial part of enabling the

AI “revolution”, so is data labelling, but its functioning and conditions of possibility are rarely noted or studied by the

very field whose entire existence is utterly dependent upon it.
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The spread of data annotation has a dual nature of increasing global market dependence for dispossessed people,

in that it produces and maintains the imperative to work low-wage jobs to meet basic needs [34]. It is a form of social

automation. Due to the global digital reach of platforms that connect labor markets (technologists who need their data

annotated at the lowest possible price) with workers (who need their basic needs met), data annotation redistributes

work to its smallest reducible parts and lowest possible bids [86]. This kind of app-driven gig labor has deeply racialized

and gender-based characteristics of exploitation [86, 101].

This capital relation, which is the relationship between the data annotation platform worker who sells their labor

(in this case their cognitive labor) and the technology firms who buy it, appears at first glance entirely voluntary [61].

And in mainstream machine learning research and economics the relations between data annotation platformworkers

and the platforms is treated as such - a voluntary market exchange of cognitive labor. However, a simple glance at the

conditions under which this relationship exists reveals that it is in fact a relationship of domination and exploitation

[61, 66, 101].

2.1 Genealogy as a method: examining power and making labor visible

Genealogy as a philosophical method seeks to see through the rationalized surface of traditional examinations of social

and technological phenomena like data annotation, to the actual human beings who lie behind it [99]. We argue that

one can only truly understand a phenomenon when we understand its origins, its development, and its overall place

in larger social structures and forces [47]. Such an understanding is necessary to capture how transnational platforms

owned by large tech firms are impacting the economic, social, and political lives of workers across the globe [101].

This perspective is also necessary to understand how the automated social categorization algorithms impact the lives

of structurally vulnerable people on the other end of the machine learning predictions: workers, prisoners, patients,

students, teachers, drivers, and anyone else who is structurally dependent on the output of algorithms to meet their

daily needs [72]. Our aim, however, is not to provide a single, unified history of data annotation, but instead to point to

the complex epistemological issues, economic processes, professional accidents and contingencies that underlie data

annotation [18]. We wish to open new lines of inquiry about data annotation that go beyond narrow technical and

bias concerns, building on power-aware research [65].

We also see the ethical and political obligations of the FAccT community to extend beyond those who belong to

our own local, regional, national or intellectual community, or to our own cultural group, to include data annotation

platform workers - according to a social connection model of responsibility defended by Iris Young and Jose Medina

[63, 105]. This point is especially salient as FAccT itself is overly reliant on perspectives from WEIRD societies [95].

One of our goals with this paper is to drag many unexamined parts of data annotation as an act into the light

and scrutinize them; to make the hidden aspects of data annotation, such as epistemic values, worker positionalities,

visible rather than an unquestioned part of the machine learning supply chain. This builds on recent work such as

Data Feminism which calls on data science researchers to examine and challenge power as well make the labor behind

data work visible [30], and Miceli et al’s introduction of a power-oriented perspective that highlights the dynamics of

imposition and naturalization inscribed in the classification, sorting, and labeling of data [66]. As with previous work

on the genealogy of machine learning datasets [24], and work critically examining dataset construction [75], the goal of

this genealogical analysis of data annotation is to deepen the practice of critical self-reflection about under-examined

aspects of machine learning.

Prior genealogical analysis and critical history of ImageNet, for example, focused on excavating assumptions around

the aggregation and accumulation of more data, the computational construction of meaning, and making certain types
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of data labor invisible [17, 24]. Here we focus the latter. Building off of this work, our novel contribution is to place

the existing empirical findings about data annotation workers into a theoretical framework that draws on the history

of psychology and the sociology of social categorization.

2.2 The Objectivity of the Subjective in Data Annotation

Subjectivity exists as part of the objective world, and therefore to grasp the world objectively one must grasp the sub-

jective [85]. Bourdieu’s conception of habitus which seeks to understand the co-creation of ’objective’ material social

reality - e.g., the actual distribution of capital, the existence of economic classes - with ’subjective’ phenomenological

reality - the perception and recognition of these material realities [15]. Bourdieu argues that it is a mistake to examine

these in isolation form each other - the objective social world and the subjective experience of this world. Habitus,

according to Bourdieu, consists of social systems of durable principles which generate and organize social practices,

as well as the representations of these practices [15], habitus as the background conditions of social life for Bourdieu

determines what is thinkable and unthinkable in any given society.

Data annotation is a salient example where a concept like habitus is explanatory, as data annotation is a site of

subjectivity and objectivity colliding. As we’ve mentioned, ML models were initially hailed as objective, unimpeded

by subjective human biases [106]. And ostensibly, the purpose of annotating so-called raw data is to transform it

into something more valuable, a commodity [101]. But data annotation also serves as the basis for training machine

learning algorithms, in order that they can learn what it is that humans wish them to do, which is to automate social

categorization, classifications, predictions, decisions, and even scientific discovery [14].

What happens though when the classifications and predictions we wish to automate by teaching machine learning

algorithms through data annotations are social categories? We wish to automate social categorization. This connects

to Hacking’s paradigm of socially constructed categories, where people draw from socially available classifications

into their intentional agency and sense of self, thereby changing the categories themselves, and thus the classifications

evolve with them [43, 47]. Thus, the subjective identities and social positions of the data workers and must play a key

role in any account of how machine learning systems come to behave the way do [66].

The social position of "data annotation worker" entails a broad range of norms, obligations, and expectations, and

is embedded in a matrix of practices and institutions [47]. For example, the data annotation industry follows the

outsourced low-cost globalized "labor arbitrage" model, where labor that is seen as unskilled in high-cost countries is

sent to cheap-labor countries, similar to manufacturing and other physical industries [35, 76, 101]. Production, as well

as data annotation work, is relocated to areas of cheap labor, lower taxes, less labor regulation, and better financial

conditions [35]. Or it follows the precarious gig-platform worker model which, while more geographically distributed,

is nonetheless precarious and usually low-paid [42]. Thus, a concern for justice, ethics, fairness in machine learning,

requires an examination ofwhether andwhy being socially positioned as a data annotation platformworker inmachine

learning is a subordinated status.

3 DATA ANNOTATION AND A DETOUR THROUGH WEIRD EXPERIMENTAL PSYCHOLOGY

In many ways the act of data annotation resembles how experimental psychologists have studied human cognition

since the advent of the personal computer. Prior to widespread access to personal computers, psychological experi-

ments were often carried out with pencil and paper, asking human participants to perform repetitive tasks and mea-

suring the mean differences in performance between groups or tasks . For example, one of the most well-known

psychological laws is Fitts Law, which measures the speed-accuracy trade-off in fine motor movements - the faster
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you move the less accurate you are [32]. The foundational experiments that led to the formulation of Fitts’s Law in-

volved participants performing tasks with a pencil and paper, while an experimenter measured the time taken using

a stopwatch. Despite the simplicity of this approach, the data collected from these experiments enabled Fitts to come

up with a highly predictive equation that became Fitts Law which remains empirically confirmed today.

As computers became more powerful, cheaper and more widely available, psychologists began using computer-

based experiments to measure human performance on a wide range of tasks like perceptual judgment, memory span or

cognitive function [69]. This allowed researchers to measure human behavior with unprecedented precision. Although

it is at the expense of “ecological validity”. The artificial setting of a university lab, where participants might click on

small red squares on a screen or recall lists of words, hardly mirrors the cognitive demands of everyday activities like

conversing with someone, cooking dinner, or navigating a busy street.

Psychological tasks such as the Stroop Task, N-back, or Flanker test, commonly used in experiments, hardly resem-

ble the kinds of cognitively demanding activities humans routinely perform in their daily lives, like getting dressed,

gardening, or collectively doing large-scale software engineering projects. Yet understanding these everyday activities

is ostensibly the aim of psychology. These laboratory tasks are based on the assumption that they tap into underlying

connive functions related to behaviors like reading, which are of real interest to researchers. For example, the ability

to complete the Stroop task is thought to reveal aspects of cognitive processing that are crucial for reading. Some

researchers have even studied how it is possible that humans could come into a psychology lab and perform the ar-

bitrary and contrived tasks concocted by psychologists [79]. Similarly, we may also wonder how is it that humans

can be arbitrarily instructed to attach labels to data examples. Despite this, lab-based computerized psychological ex-

periments have led to highly accurate and precise measurements of psychological constructs like working memory,

attention, conscious awareness and long-termmemory. This data has in turn enabled computational cognitive theories

to become more detailed and rich.

3.1 Generalizing from the observed to the unobserved: psychology, AI and the problem of induction

"But in fact, we know nothing from having seen it; for the truth is hidden in the deep."

- Democritus

A key assumption of lab-based psychology experiments remains that performance on these tasks would not be influ-

enced by social factors or cultural difference. This assumption underpins the practice of generalizing findings from

specific study populations to humanity as a whole. In essence, these experiments are believed to capture the behavior

and thought processes common to all humans [21]. However, this approach is challenged by a philosophical question,

posed by Hume: How can we extrapolate conclusions beyond the specific experiences, observations, or data we have

encountered, to broader contexts we have not directly experienced [49, 78]?

To address the problem of induction, psychology turns to inferential statistics, a cornerstone methodology for de-

riving broader conclusions from specific data sets. Textbooks often extol statistics as “a method of pursuing truth” and

further assert that "this pursuit of truth, or at least its future likelihood, is the essence of psychology, of science, and of

human evolution." [5]. Unlike descriptive statistics, which focus on summarizing data through measures like averages,

inferential statistics enable psychologists to make broader inferences from their study data. This approach involves

drawing conclusions about a larger population based on a sample, a practice that is strikingly similar to what occurs

in machine learning. Machine learning algorithms use data annotations from a relatively small group of individuals to

infer social categories, applying these insights to a much broader population, potentially spanning diverse societies.
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Interestingly, the institutionalization of inductivism and inferential statistics as essential to the scientific method in

psychology developed in concurrence with the birth of the field of AI — around 1940 - 1955 [40]. It was during this

time that the idea of creating machines that can "think" or act like humans do, or ought "rationally" to do, began to

coalesce into a discipline [31, 104]. A critical aspect of these parallel intellectual developments is their lack of inclusivity,

notable the exclusion of women, people of color, and individuals outside Europe and the United States [26]. It has

taken decades of feminist standpoint epistemology, critical studies and Black feminist scholarship to to reveal how

this ostensibly scientific and universalizing worldview—claiming to define universal truths about humanity—actually

reflects the perspectives of a narrow demographic of white male academics [11, 46, 59, 100].

In essence, both machine learning and psychology grapple with a rather significant problem of induction [82]. This

inductive inference is question-begging, assuming the very regularities of human behavior and social categories it

seeks to demonstrate. If there are universal human regularities then generalization from specific samples is justified,

however we cannot empirically demonstrate these universals. Again, the fundamental goal of machine learning is

generalization from examples [67].

3.2 Things get WEIRD

The practice of generalizing experimental, psychological results from a narrow participant pool—predominantlyWEIRD

undergraduate students performing contrived tasks in lab settings—to the real world is already scientifically tenuous.

The leap from these Western-centric experimental contexts to the entirety of human diversity is even more precar-

ious [21, 48]. If the participant pool of the vast majority of psychological and behavioral economic studies fails to

reflect global human diversity, the reliability and universality of the conclusions drawn in these disciplines become

questionable[21]. Even though this issue has long been recognized within psychology, it has only recently been given

formal attention in the literature [48]. Despite this recent attention, it appears that psychologists have not changed

much about their experimental practices in terms of recruiting participants from other cultures or populations [21].

What does this problem in psychology imply for data annotation?

3.3 Big data to the rescue?

With the advent of the personal computer, the internet, mobile devices, and more powerful computers - enabling

crowdwork and large scale data annotation - psychology began to turn from explanatory theories of the mind to

focusing on collecting more and bigger data to predict behavior [53]. In response to the WEIRD problem, which has

received a lot of attention in psychology, psychology experienced a swift adoption of online platforms for experimental

research[21]. However, the surge in data availability introduced a new challenge:the frequent conflation of explanation

and prediction in both machine learning and psychology [14, 97]. While the foundational problem of induction—the

philosophical doubt about justifying the belief that observed datawill mirror unobserved data, as articulated byHume—

is seldom explicitly acknowledged in psychology and economics [49], there remains a persistent unease. Many suspect

that claims of universalization and generalization from these fields might be unjustified at best, and wrong at worst.

This skepticism has driven the desire of ever-larger datasets under the assumption Big Data might rectify issues such

as the limitations of small WEIRD study populations [48], sampling bias, and replication crisis in these fields[56]. Both

machine learning and the social and behavioral sciences are heavily influenced by inductivism, a philosophy advocated

by John Stuart Mill, which posits induction as the fundamental basis of knowledge and asserts its self-justifying nature

[82]. These theoretical and even metaphysical commitments in psychology are also fundamentally part of what can be

termed WEIRD epistemology [21].
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A similar assumption underpins data annotation, in that data annotation workers are seen as interchangeable units

of human computation [29]. The individual judgements made by human annotators could in principle (on assumption)

be made by any human. This assumption has been challenged by recent work showing how individual subjectivity

and social identity of the raters influences the annotations [6, 80].

4 BIASED ANNOTATORS, BIASED INSTRUCTIONS OR BIASED MODELS?

Dataset annotation work practices and labor conditions have been garnering increasing attention. Ever since the

ground-breaking gender shades work in which [16] showed that facial recognition systems are systematically less

accurate for darker-skinned women in particular - performing at near chance, an avalanche of subsequent research

has uncovered myriad biases in machine learning systems . Much of this has focused on how subjective values, judg-

ments, and biases of annotators contribute to undesirable or unintended dataset bias [75]. The individual subjectivity of

data annotators has been proposed as one source of algorithmic bias [66]. The relationship between annotator bias and

how biased outputs arise in supposedly atheoretical [4], value-free [52], and purely data-driven algorithmic systems

remains an active area of research [1, 38, 73, 89].

In general, a fundamental assumption in data annotation is that there exists exactly one correct label for every

instance of data, and this correct label can be ascertained by as few as three human data annotators. This, however, is

just one of the many myths associated with data annotation [7]. Unfortunately, the belief that there is some "ground

truth" out there in the world to be found even holds in cases where such a notion is totally inappropriate (e.g., many

instances of semantic interpretation). As we explain below, the implications of this myth become even more pernicious

when it pertains annotations that are sensitive to cross-cultural variation.

In fact, not only are these human universals often difficult to empirically confirm, psychologists have now turned

to developing techniques to empirically assess cultural distance between various societies [70]. As psychologists have

noted, the discipline’s body of research remains dominated by Western, educated, industrialized, rich, and democratic

(WEIRD) countries. This raises the question of how generalizable the findings from studies conducted in these coun-

tries with samples of study participants almost exclusively from these countries actually is compared to non-WEIRD

countries. Furthermore, studies find meaningful cultural differences even among WEIRD countries [62]. In short, not

only is there, then, significant cultural variation in various psychological traits, but also, as it should be obvious, in the

social meanings of and social categorizational processes related to race/ethnicity, gender, sexuality, sentiments (e.g.,

what is or is not perceived as offensive, positive, negative, neutral and how these sentiments are expressed), and more.

Indeed, research shows that ignoring cross-cultural variation has warped LLMs to behave in ways that show pro-

found WEIRD bias [12]. "Social norms inform us what physical and psychological tools to use to solve recurrent prob-

lems depending on the socio-ecological and interpersonal contexts we are embedded in, hence producing substantial

psychological diversity around the globe. A consequence of this is that LLMs have inherited a WEIRD psychology in

many attitudinal aspects (e.g., values, trust, religion) as well as cognitive domains (e.g., thinking style, self-concept)"

[8]. These problems are so pervasive that they appear even in multilingual LLMs responding to prompts in non-English

languages [8]. These issues have led some researchers to "add an amendment to the ’stochastic parrot’ analogy and

argue that LLMs are a peculiar species of parrots, because their training data are largely from WEIRD populations:

an outlier int he spectrum of human psychologies on both global and historical scales. The output of current LLMs

on topics like moral values, social issues, and politics would likely sound bizarre and outlandish to billions of people

living in less-WEIRD populations" [8].
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4.1 Inverse WEIRD?

Ironically, in contrast to LLMs, data annotation essentially produces labels (data) from less-WEIRD, lower income

populations (annotators) of entities frommostly-WEIRD countries. This raises the likely possibility that ignoring cross-

cultural variation in this context may result in an inverse WEIRD dynamic – annotation largely from the Global

South in non-WEIRD countries of entities (e.g., photos, video, text, etc.) largely from the Global North in WEIRD

countries. Certainly one implication here is that the assumption that underpins data annotation, which is that data

annotation platform workers are interchangeable units of human computation seems untenable. At the very least, it

seems problematic to assume that individual judgments made by human annotators could be made by any human,

given all of the above and recent work showing how individual subjectivity and the social identity of raters influences

their annotations.

However, this assumptionmay be violated by for example instruction bias, which are written by the dataset creators

or technology organizations which send out their datasets to be labelled [73]. The precise causal relationship of biases

found in the training data - whether it is from under-representation or mis-representation of particular groups - to

biased outputs also drives current research. Understanding how social dynamics and structures give rise to data gen-

erating processes is a critical new area of sociotechnical research [81]. Human annotators are one mechanism through

which accuracy biases can emerge in machine learning systems [6, 7, 29, 39].

5 DATA ANNOTATION, SEEING LIKE AN ALGORITHM AND SOCIAL CATEGORIZATION

A very typical task that data annotation workers are asked to do is to label data instances for social identities or

categories, and this is often done in the service of the goal of fairness [66, 91]. For example, if a model developer wants

to knowwhether AI-generated text or images reproduce unwanted associations between a marginalized identity group

and a stereotypical imagery, annotators may be used to make determinations about which identity groups are depicted

in a selection of data or to judge whether certain associations are stereotypical or harmful.

As we opened with at the top of the paper, we argue that data annotation is algorithmically mediated social cate-

gorization. This requires a brief discussion of theories of social categories and what this means for data annotation

platform workers who are tasked with making these kinds of judgements on data about people whom the workers

have never met, and are potentially from distant societies - both geographically and economically.

5.1 Identity and automated social categorization

"Let me note that identification is also a powerful factor in stratification; one of its most divisive and

sharply differentiating dimensions. At one pole of the emergent global hierarchy are those who can

compose and decompose their identities more or less at will, drawing from the uncommonly large,

planet-wide pool of offers. At the other pole are crowded those whose access to identity choice has been

barred, people who are given no say in deciding their preferences and who in the end are burdened

with identities enforced and imposed by others; identities which they themselves resent but are not

allowed to shed and cannotmanage to get rid of. Stereotyping, humiliating, dehumanizing, stigmatizing

identities..."

- Zygmunt Bauman [10]

If we understand the social positionality of data annotation platform workers as being at the first end of this pole

outlined by Bauman, a structural place characterized by a lack of choice in terms of work and social identity, their
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choices constrained by what work is available to cover basic material needs, and we understand certain people, e.g.,

elite technologists developing AI systems, in WEIRD societies as being able to choose among the large "pool of offers"

of identities; then we can also see that the algorithmic and automated social categorization which happens in WEIRD

societies: the stereotyping [71], humiliation [72], dehumanization [16] and stigmatizing identities [90] experienced by

marginalized people is a similar phenomenon, except mediated and exaggerated by algorithms whose training data

has been annotated by people occupying similar nodes in the structural hierarchy.

In other words, machine learning contributes to this cementing and crystallizing of social categorization that re-

moves agency and choice from those whose position in the global hierarchy are subordinated. We draw from Foucault

here, alluding to the pun in the title of our paper, who argues that questions of "truth" and knowledge cannot be sep-

arated from power, which is organized in specific ways in every society [2, 33]. What is perhaps historically novel

in the case of data annotation platform workers and data annotation is that through the operation of massive scale

technology platforms that span the globe, these relationships of power - who gets to decide what the "correct" data

label is, who develops and deploys AI systems - is truly globalized to a greater degree than in the past [35]. Platforms

and machine learning enable this cross-global interaction of social identities in a novel way. We build on Miceli’s call

for broadening the field of responsible AI research from bias research towards an investigation of power differentials

that shape data [65].

Crucially, data annotation and machine learning, through the uncritical use of this system of automated social cate-

gorization, risks using measures and categories that are disconnected to how these concepts, categories and categoriza-

tions actually work [68]. For example, race and gender categories in image datasets are presented as indisputable and

self-evident for data annotation platform workers [66, 90]. The requester of the annotations is granted the epistemic

authority to define these categories and how the data should be annotated (this epistemic authority is then further

transferred to the outputs of the trained model) [65]. The data annotation task instructions are typically designed and

written by technologists in WEIRD countries, who for legal and policy reasons, rely on "state categories" of race and

gender [45].

State categories are on the census, on identification cards, and on bureaucratic forms at hospitals, in prisons, in job

applications and schools [68]. These categories however are inadequate for capturing how social difference relates to

inequality - which is one of our chief concerns here as it relates to explaining the social structural reasons for why

some people are data annotation platform workers and some people are famous AI researchers. State categories play

a crucial role in establishing who counts as what ethnoracial identity by defining these categories [68] - and state

categories form part of the habitus of a society whether people agree with them or not. And, of course, data annotation

workers are instructed to uncritically apply state categories to image datasets [45, 90], text datasets [55] and other

types of datasets that might require the annotation of social categories.

As Scott points out, all state categories are simplifications - like maps, which are designed to summarize precisely

those aspects of a complex world that are of immediate interest to the map maker (or machine learning technologist)

[92]. Indeed machine learning as a field considers the machine learning model, its inputs, and the outputs typically

in isolation, and abstracts away any context that surrounds the system [93]. The problem, and where the key issue

of power must be accounted for, is when simplified state categories applied to data annotation, and thus algorithmic

outputs, have the power to transform (have impacts on the real world) as well as serve their purpose as merely sum-

marizing or simplifying the data which they have been given. This transformative power resides not in the machine

learning model itself, but rather in the power possessed by those who deploy the perspective of that particular model

[65, 92].
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For example, as Scott continues, a private corporation aiming to maximize sustainable timber yields, profit, or pro-

duction will map its world according to this logic and will use what power it has to ensure that the logic of its map

prevails [92]. In other words, states seek to turn the world its maps represent into actual physical changes that more

closely resemble the logic of the maps. Likewise, the private technology platform industry seeking to maximize profit

will use what power it has to ensure that logic of its machine learning models prevails.

The way human identity and social categorization work however are far more complicated than either state cate-

gories or machine learning models allow. As Lakoff argues, "Categorization is not a matter to be taken lightly. There

is nothing more basic than categorization to our thought, perception, action, and speech [57]."

6 THIS IS WHYWHO ANNOTATORS ARE IS IMPORTANT (INDIVIDUAL SUBJECTIVITY’S INFLUENCE

ON SOCIAL CATEGORIZATION)

The focus of our analysis here is the perception and judgment of social categories when data annotators are asked to

identify when social categories apply to individuals or groups in data. A key consideration in how annotators– and

people more broadly– categorize others socially is the sociocultural context of the individual doing the categorizing.

Research in AI ethics and responsible AI has explored the influences of sociocultural difference on the design of AI

systems, including on conceptions of what constitutes fairness itself [88]. In the context of data annotation, the inter-

pretive lens that annotators apply has been investigated in relation to academic training [94], age [28], global cultural

region [19], as well as other forms of social experience (e.g., [74, 103]).

Importantly, a critical breakdown can occur in the labeling pipeline wherein errors rooted in mismatches between

annotator interpretive lenses and the social context of source data are missed by ML developers, who typically operate

according to a paradigm that treats annotators as interchangeable. One clear example of this is hate speech annotation

of minoritized forms of speech, such as queer vernacular. Like many other sociolects, queer vernacular in the English-

speaking world features reclaimed slurs in addition to unique or idiosyncratic phrases. As a result, situated, non-

mainstream uses of languagemay bemisjudged by annotators– especially reclaimed language. One of example of this is

work in natural language processing that focuses on both classifiers and data labels that skewmore toxic for speech that

resembles BlackAmerican English. Sap et al. investigated this phenomenon further, finding that, when annotators were

given an explicit metric indicating that a data point resembles Black American English, biases completely disappeared

[89]. Of course there are at least two potential reasons for this. The first is that annotators may have exhibited a

demand effect and adjusted their judgments so as not to appear racist. The second is that the metric may have helped

annotators adjust their actual interpretation of the data.

Martin Sap’s [89] work raises the question of whether priming annotators with information about the author of

data shifts the interpretive lens they use to apply judgements. Some research has begun to probe at overcoming this

challenge. For example, Díaz and Amironesei point toward changes in annotation paradigms to account forminoritized

use of language by disentangling annotator recognition of author ’voice’ [27]. Although further research is required

to understand the nature of the behavior Sap et al. observed, and more broadly determine the implications of cultural

mismatch, it at least seems intuitive to expect a higher degree of misunderstanding or erroneously applied labels when

annotators are presented with data that is far removed from their situated experience.

Beyond this, there is a broader question of the degree to which we can expect to match any source data to an anno-

tator with the "correct" sociocultural lens. This is important because, even with carefully constructed task instructions

and annotator training, we cannot transform annotation into a purely objective endeavor. Indeed, recent work in ML

and NLP argues against any possibility of a completely objective form of annotation [9, 87]. Basile et al. [9] advocate
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for the adoption of a perspectivist approach to machine learning, which involves moving away from gold standard

data and instead integrating the spectrum of human opinions and perspectives into knowledge representations. They

also argue this for tasks that are otherwise considered to be objective, using the example of medical decision making

(ibid). Still relative mismatches currently go largely ignored, in large part because data is taken out of context and

presented to annotators with limited visibility into its origins.

7 SOCIO-ECONOMIC GLOBALIZATION (LABOR INFLUENCE ON SOCIAL CATEGORIZATION)

One reason the social facets of data annotation have only recently been explored lies in its scaled and globalized

structure. Crowdsourced data annotation, as a practice fueling ML development, emerged as a blueprint for annotation

with the creation of ImageNet [22], which newly integrated human annotation through Amazon Mechanical Turk to

supplement web-scraped data and enable quality checks [24]. The annotation process involved 49 thousand annotators

and enabled a scale of work that would have been impossible through prior processes of hiring WEIRD undergraduate

student labor [37]. Ultimately, the process was driven by a desire for scale and efficiency, which is reflected not only

in the use of platforms and services for sourcing cheap labor, but also in the individual task components, which are

designed as quick questions that can be responded to with simple clicks or responses.

The modular design and distribution of tasks relies on an implicit assumption of worker interchangeability, which

others have pointed out is in tension with the use of crowdsourced data annotation for subjective tasks such as hate

speech detection [29]. The result is a globally distributed workforce whose sociocultural variation remains largely

unaccounted for. The issue isn’t simply a matter of different cultural interpretations of meaning (which is itself a

complicated challenge). Data annotation platform workers navigate economic and labor pressures by making best

guesses as to the types of answers that data requesters want [66]. WEIRD dynamics take on a kind of Frankenstein

form via a blend of 1) sociocultural biases, 2) differences in data annotation worker patterns of recognition, and 3)

data annotation worker interpretations of what data requesters want as a force that mediates 1 and 2 [23, 64, 66, 102].

Another layer lies in the fact that gold data for training annotators and evaluating models often comes from the data

requesters themseleves or in-house raters rather than outsourced ones. These processes are intended to be superficially

agnostic to sociocultural perspectives embedded in source data and the sociocultural perspectives held by annotators.

8 ANNOTATION TASK DESIGN’S INFLUENCE ON SOCIAL CATEGORIZATION

Of the various influences on social categorization, annotation task design is the one that data requesters perhaps have

the most control over. Röttger and Hovy point out two prevalent paradigms in annotation task design: one in which

an annotator’s individual subjectivity is maximally encouraged, and one in which individual subjectivity is maximally

constrained [87]. In the context of hate speech detection, this could be represented by the distinction between asking

annotators, "In your opinion, does this statement constitute hate speech?" or "Does this statement offend you?" com-

pared with asking whether a statement contains a checklist of requester-defined features (e.g., insulting language, a

named social group, etc.). In the first example, an annotator is asked to make a direct judgment. In the second, the an-

notator is intended to provide lower level information that the requester will use to deduce the presence of hatefulness,

regardless whether the annotator personally believes the statement is hateful. The paradigm that maximally constrains

subjectivity aims to produce more "objective" labels, however Röttger and Hovy critically point out that no degree of

constrained design can completely eradicate vestiges of individual subjectivity [87]. It is equally important to note that

13



Smart, et al.

subjectivity is not made objective through practices that seek to minimize inter-annotator disagreement (i.e. annota-

tion guidelines) [77]. In fact, one analysis showed that the majority of disagreements are due to legitimately hard cases

[77]. This further serves as evidence for the need to understand the influence of task design on social categorization.

However, alternative approaches to this work should account of the subjectivity of the annotation task, which - at

least in the context of text labels - is an interpretative task that can be cognitively demanding and requires perspective

taking. Traditionally, annotations are done from the perspective of the annotator (interpreting the guidance from the

data requester), without regard to the perspective or intention of the author of the original content. De-contextualized

annotation work misses important nuances, e.g. friendly advocacy and moral justifications for a harmful cause [36],

outrage related to injustice or sarcasm. A more constructive approach to data annotation is one that includes reason

and nuance via qualitative data (e.g. in the form of interviews with teams of annotators that deliberate about conceptual

understanding and definitions of the annotation task). Lost diversity of viewpoints often arises already with constraint

definitions. For example, the label "empathy" can be interpreted as "care", "perspective taking" "feelings of compassion"

etc. and is often directed at a specific target. However, that target can be ’victims of a war’, but also ’supporters of a

regime that disregards human rights’. Thus, understanding the intention of the author requires understanding the

context of the author, which in turn includes culture, language and socio-economic variables.

9 CONCLUSION: THE FUTURE IS NOTWEIRD BUT HUMAN

We have outlined here the beginning of a genealogy and social theory of data annotation. This work seeks connections

between the epistemic foundations of 1) machine learning, 2) the rise of computerized psychological studies and online

platforms that can give psychology Big Data, 3) the problem of generalizing data from atypical college students in

WEIRD countries, 4) the globalizedmarket-dependence and dispossession of data annotationworkers, 5) how structural

inequality relates to social identity and "state" categorization, 6) how these are related to the social categorizations

that data annotation platform workers are tasked with performing. We further draw connections between how this

processes contributes to algorithmic social harms in WEIRD societies where algorithms are deployed by the state,

corporations and other organizations in decision-making contexts. Such deployments can have severe consequences

that also can contribute to stereotyping, stigmatization and identity formation.

As de Oliveira and Baggs point out about psychology, the field as currently constituted is a fundamentally WEIRD

enterprise and coming to terms with this is necessary if we wish to make psychology relevant for all humanity [21].

Likewise, if we wish to make machine learning or AI systems that are relevant, useful—or beneficial—for all humanity

we must come to terms with the current exploitative practice of data annotation work. We must see data annotation

workers as full human beings with unique qualities and annotation as deep work. They are not distributions, variances

to correct for, or categories that flatten their identities into numerically convenient measures of diversity. The pursuit

of actual justice requires coming to terms with the global inequality which leads to the existence of vast numbers

of data annotation workers to begin with. Research on data annotation has so far mostly involved a willingness to

acknowledge and even revel in cultural difference without seriously challenging ongoing structural inequality [11].

We argue that it is therefore imperative that further research be done in the area of structural inequality as it relates

to data annotation practices. Last, we do not however endorse the automation of human annotations, as is currently

being proposed as a solution by many as both a cost saving measure, and as a way to circumvent the epistemic issues

outlined in this paper [25]. Our argument is not a technical one. It is social and political.

14



Discipline and Label: A WEIRD Genealogy and Social Theory of Data Annotation

REFERENCES

[1] Hala Al Kuwatly, Maximilian Wich, and Georg Groh. 2020. Identifying and measuring annotator bias based on annotators’ demographic charac-

teristics. In Proceedings of the fourth workshop on online abuse and harms. 184–190.

[2] Linda Alcoff. 1996. Real knowing: New versions of the coherence theory. Cornell University Press.

[3] Linda Martín Alcoff. 2005. Visible identities: Race, gender, and the self. Oxford University Press.

[4] Mel Andrews. 2023. The Devil in the Data: Machine Learning & the Theory-Free Ideal. (2023).

[5] Arthur Aron and Elaine N Aron. 1999. Statistics for psychology. Prentice-Hall, Inc.

[6] Lora Aroyo, Alex S Taylor, Mark Diaz, Christopher M Homan, Alicia Parrish, Greg Serapio-Garcia, Vinodkumar Prabhakaran, and Ding Wang.

2023. DICES Dataset: Diversity in Conversational AI Evaluation for Safety. arXiv preprint arXiv:2306.11247 (2023).

[7] Lora Aroyo and Chris Welty. 2015. Truth is a lie: Crowd truth and the seven myths of human annotation. AI Magazine 36, 1 (2015), 15–24.

[8] Mohammad Atari, Mona J Xue, Peter S Park, Damián Blasi, and Joseph Henrich. 2023. Which humans? (2023).

[9] Valerio Basile, Federico Cabitza, Andrea Campagner, and Michael Fell. 2021. Toward a perspectivist turn in ground truthing for predictive

computing. arXiv preprint arXiv:2109.04270 (2021).

[10] Zygmunt Bauman. 2013. Identity: Coversations with benedetto vecchi. John Wiley & Sons.

[11] Ruha Benjamin. 2023. Race after technology. In Social Theory Re-Wired. Routledge, 405–415.

[12] Noam Benkler, Drisana Mosaphir, Scott Friedman, Andrew Smart, and Sonja Schmer-Galunder. 2023. Assessing LLMs for Moral Value Pluralism.

arXiv preprint arXiv:2312.10075 (2023).

[13] Abeba Birhane, Pratyusha Kalluri, Dallas Card, William Agnew, Ravit Dotan, and Michelle Bao. 2022. The values encoded in machine learning

research. In Proceedings of the 2022 ACM Conference on Fairness, Accountability, and Transparency. 173–184.

[14] Florian J Boge. 2022. Two dimensions of opacity and the deep learning predicament. Minds and Machines 32, 1 (2022), 43–75.

[15] Pierre Bourdieu. 1990. The logic of practice. Stanford university press.

[16] Joy Buolamwini and Timnit Gebru. 2018. Gender shades: Intersectional accuracy disparities in commercial gender classification. In Conference

on fairness, accountability and transparency. PMLR, 77–91.

[17] Kate Crawford and Vladan Joler. 2018. Anatomy of an AI System. Anatomy of an AI System (2018).

[18] Peter Cryle and Elizabeth Stephens. 2019. Normality: A critical genealogy. University of Chicago Press.

[19] Aida Mostafazadeh Davani, Mohammad Atari, Brendan Kennedy, and Morteza Dehghani. 2023. Hate Speech Classifiers Learn Normative Social

Stereotypes. Transactions of the Association for Computational Linguistics 11 (2023), 300–319.

[20] Aida Mostafazadeh Davani, Mark Díaz, and Vinodkumar Prabhakaran. 2022. Dealing with disagreements: Looking beyond the majority vote in

subjective annotations. Transactions of the Association for Computational Linguistics 10 (2022), 92–110.

[21] Guilherme Sanches de Oliveira and Edward Baggs. 2023. Psychology’s WEIRD Problems. Cambridge University Press.

[22] Jia Deng, Wei Dong, Richard Socher, Li-Jia Li, Kai Li, and Li Fei-Fei. 2009. Imagenet: A large-scale hierarchical image database. In 2009 IEEE

conference on computer vision and pattern recognition. Ieee, 248–255.

[23] Emily Denton, Mark Díaz, Ian Kivlichan, Vinodkumar Prabhakaran, and Rachel Rosen. 2021. Whose ground truth? accounting for individual and

collective identities underlying dataset annotation. arXiv preprint arXiv:2112.04554 (2021).

[24] Emily Denton, Alex Hanna, Razvan Amironesei, Andrew Smart, and Hilary Nicole. 2021. On the genealogy of machine learning datasets: A

critical history of ImageNet. Big Data & Society 8, 2 (2021), 20539517211035955.

[25] Michael Desmond, Evelyn Duesterwald, Kristina Brimijoin, Michelle Brachman, and Qian Pan. 2021. Semi-automated data labeling. In NeurIPS

2020 Competition and Demonstration Track. PMLR, 156–169.

[26] Kate Devlin. 2023. Power in AI: Inequality Within andWithout the Algorithm. The Handbook of Gender, Communication, andWomen% 27s Human

Rights (2023), 123–139.

[27] Mark Díaz, Razvan Amironesei, LauraWeidinger, and Iason Gabriel. 2022. Accounting for offensive speech as a practice of resistance. In Proceed-

ings of the sixth workshop on online abuse and harms (woah). 192–202.

[28] Mark Díaz, Isaac Johnson, Amanda Lazar, Anne Marie Piper, and Darren Gergle. 2018. Addressing age-related bias in sentiment analysis. In

Proceedings of the 2018 chi conference on human factors in computing systems. 1–14.

[29] MarkDíaz, Ian Kivlichan, Rachel Rosen, Dylan Baker, Razvan Amironesei, Vinodkumar Prabhakaran, and Emily Denton. 2022. Crowdworksheets:

Accounting for individual and collective identities underlying crowdsourced dataset annotation. In Proceedings of the 2022 ACM Conference on

Fairness, Accountability, and Transparency. 2342–2351.

[30] Catherine D’ignazio and Lauren F Klein. 2023. Data feminism. MIT press.

[31] Jean-Pierre Dupuy. 2009. On the origins of cognitive science: The mechanization of the mind. Mit Press.

[32] Paul M Fitts. 1954. The information capacity of the human motor system in controlling the amplitude of movement. Journal of experimental

psychology 47, 6 (1954), 381.

[33] Michel Foucoult. 1975. Discipline and punish. A. Sheridan, Tr., Paris, FR, Gallimard (1975).

[34] Seb Franklin. 2021. The digitally disposed: Racial capitalism and the informatics of value. Vol. 61. U of Minnesota Press.

[35] Kajsa Ekholm Friedman and Jonathan Friedman. 2008. Modernities, class, and the contradictions of globalization: The anthropology of global systems.

Rowman Altamira.

15



Smart, et al.

[36] Scott E Friedman, Ian Magnusson, and Sonja Schmer-Galunder. 2021. Toward Transformer-Based NLP for Extracting Psychosocial Indicators of

Moral. In Proceedings of the Annual Meeting of the Cognitive Science Society, 43 (43).

[37] Dave Gershgorn. 2017. The data that transformed AI research—and possibly the world. Quartz, July 26, 2013-2017 (2017), 52.

[38] Mor Geva, Yoav Goldberg, and Jonathan Berant. 2019. Are we modeling the task or the annotator? an investigation of annotator bias in natural

language understanding datasets. arXiv preprint arXiv:1908.07898 (2019).

[39] Bhavya Ghai, Q Vera Liao, Yunfeng Zhang, and Klaus Mueller. 2020. Measuring social biases of crowd workers using counterfactual queries.

arXiv preprint arXiv:2004.02028 (2020).

[40] Gerd Gigerenzer. 1989. The empire of chance: How probability changed science and everyday life. Number 12. Cambridge University Press.

[41] Lisa Gitelman. 2013. Raw data is an oxymoron. MIT press.

[42] Mary L Gray and Siddharth Suri. 2019. Ghost work: How to stop Silicon Valley from building a new global underclass. Eamon Dolan Books.

[43] Ian Hacking. 2013. Making up people. In Forms of desire. Routledge, 69–88.

[44] Alon Halevy, Peter Norvig, and Fernando Pereira. 2009. The unreasonable effectiveness of data. IEEE intelligent systems 24, 2 (2009), 8–12.

[45] Alex Hanna, Emily Denton, Andrew Smart, and Jamila Smith-Loud. 2020. Towards a critical race methodology in algorithmic fairness. In Pro-

ceedings of the 2020 conference on fairness, accountability, and transparency. 501–512.

[46] Sandra G Harding. 2004. The feminist standpoint theory reader: Intellectual and political controversies. Psychology Press.

[47] Sally Haslanger. 2012. Resisting reality: Social construction and social critique. Oxford University Press.

[48] Joseph Henrich. 2020. The WEIRDest people in the world: How the West became psychologically peculiar and particularly prosperous. Penguin UK.

[49] David Hume. 2000. A treatise of human nature. Oxford University Press.

[50] Florian Jaton. 2021. The constitution of algorithms: Ground-truthing, programming, formulating. MIT Press.

[51] Gabbrielle M Johnson. 2023. Are Algorithms Value-Free?: Feminist Theoretical Virtues in Machine Learning. Journal of Moral Philosophy 1, aop

(2023), 1–35.

[52] Rebecca L Johnson, Giada Pistilli, NataliaMenédez-González, Leslye Denisse Dias Duran, Enrico Panai, Julija Kalpokiene, and Donald Jay Bertulfo.

2022. The Ghost in the Machine has an American accent: value conflict in GPT-3. arXiv preprint arXiv:2203.07785 (2022).

[53] Michael N Jones. 2016. Big data in cognitive science. Psychology Press.

[54] Shivani Kapania, Alex S Taylor, and Ding Wang. 2023. A hunt for the Snark: Annotator Diversity in Data Practices. In Proceedings of the 2023 CHI

Conference on Human Factors in Computing Systems. 1–15.

[55] Svetlana Kiritchenko and Saif M Mohammad. 2018. Examining gender and race bias in two hundred sentiment analysis systems. arXiv preprint

arXiv:1805.04508 (2018).

[56] Michal Kosinski, Yilun Wang, Himabindu Lakkaraju, and Jure Leskovec. 2016. Mining big data to extract patterns and predict real-life outcomes.

Psychological methods 21, 4 (2016), 493.

[57] George Lakoff. 2008. Women, fire, and dangerous things: What categories reveal about the mind. University of Chicago press.

[58] Clément Le Ludec, Maxime Cornet, and Antonio A Casilli. 2023. The problem with annotation. Human labour and outsourcing between France

and Madagascar. Big Data & Society 10, 2 (2023), 20539517231188723.

[59] Helen E Longino. 1990. Science as social knowledge: Values and objectivity in scientific inquiry. Princeton university press.

[60] Sophia Maalsen. 2023. Algorithmic epistemologies and methodologies: Algorithmic harm, algorithmic care and situated algorithmic knowledges.

Progress in Human Geography 47, 2 (2023), 197–214.

[61] Søren Mau. 2023. Mute Compulsion: A Marxist Theory of the Economic Power of Capital. Verso Books.

[62] Robert R McCrae and Antonio Terracciano. 2005. Universal features of personality traits from the observer’s perspective: data from 50 cultures.

Journal of personality and social psychology 88, 3 (2005), 547.

[63] José Medina. 2012. The epistemology of resistance: Gender and racial oppression, epistemic injustice, and resistant imaginations. Oxford University

Press.

[64] Milagros Miceli and Julian Posada. 2022. The Data-Production Dispositif. Proceedings of the ACM on Human-Computer Interaction 6, CSCW2

(2022), 1–37.

[65] Milagros Miceli, Julian Posada, and Tianling Yang. 2022. Studying up machine learning data: Why talk about bias when we mean power?

Proceedings of the ACM on Human-Computer Interaction 6, GROUP (2022), 1–14.

[66] Milagros Miceli, Martin Schuessler, and Tianling Yang. 2020. Between subjectivity and imposition: Power dynamics in data annotation for

computer vision. Proceedings of the ACM on Human-Computer Interaction 4, CSCW2 (2020), 1–25.

[67] Mehryar Mohri, Afshin Rostamizadeh, and Ameet Talwalkar. 2018. Foundations of machine learning. MIT press.

[68] Ellis P Monk Jr. 2022. Inequality without groups: Contemporary theories of categories, intersectional typicality, and the disaggregation of differ-

ence. Sociological Theory 40, 1 (2022), 3–27.

[69] Jochen Musch and Ulf-Dietrich Reips. 2000. A brief history of Web experimenting. In Psychological experiments on the Internet. Elsevier, 61–87.

[70] Michael Muthukrishna, Adrian V Bell, Joseph Henrich, Cameron M Curtin, Alexander Gedranovich, Jason McInerney, and Braden Thue. 2020.

Beyond Western, Educated, Industrial, Rich, and Democratic (WEIRD) psychology: Measuring and mapping scales of cultural and psychological

distance. Psychological science 31, 6 (2020), 678–701.

[71] Safiya Umoja Noble. 2018. Algorithms of oppression. In Algorithms of oppression. New York university press.

[72] Cathy O’neil. 2017. Weapons of math destruction: How big data increases inequality and threatens democracy. Crown.

16



Discipline and Label: A WEIRD Genealogy and Social Theory of Data Annotation

[73] Mihir Parmar, Swaroop Mishra, Mor Geva, and Chitta Baral. 2022. Don’t Blame the Annotator: Bias Already Starts in the Annotation Instructions.

arXiv preprint arXiv:2205.00415 (2022).

[74] Desmond U Patton, Philipp Blandfort, William R Frey, Michael B Gaskell, and Svebor Karaman. 2019. Annotating Twitter Data from Vulnerable

Populations: Evaluating Disagreement Between Domain Experts and Graduate Student Annotators. In Proceedings of the 52nd Hawaii International

Conference on System Sciences. 2142–2151.

[75] Amandalynne Paullada, Inioluwa Deborah Raji, Emily M Bender, Emily Denton, and Alex Hanna. 2021. Data and its (dis) contents: A survey of

dataset development and use in machine learning research. Patterns 2, 11 (2021).

[76] Jamie Peck. 2017. Offshore: Exploring the worlds of global outsourcing. Oxford University Press.

[77] Hovy Plank and Søgaard. 2014. Linguistically debatable or just plain wrong?. In Proceedings of the 52nd Annual Meeting of the Association for

Computational Linguistics. 507–511.

[78] Karl Popper. 2013. Realism and the aim of science: From the postscript to the logic of scientific discovery. Routledge.

[79] Michael I Posner, Charles R Snyder, and R Solso. 2004. Attention and cognitive control. Cognitive psychology: Key readings 205 (2004), 55–85.

[80] Vinodkumar Prabhakaran, Aida Mostafazadeh Davani, and Mark Diaz. 2021. On releasing annotator-level labels and information in datasets.

arXiv preprint arXiv:2110.05699 (2021).

[81] Vinodkumar Prabhakaran and Donald Martin Jr. 2020. Participatory machine learning using community-based system dynamics. Health and

Human Rights 22, 2 (2020), 71.

[82] Stathis Psillos. 2007. Philosophy of science AZ. Edinburgh University Press.

[83] Stathis Psillos. 2015. Evidence: wanted, alive or dead. Canadian Journal of Philosophy 45, 3 (2015), 357–381.

[84] Rida Qadri, Renee Shelby, Cynthia L Bennett, and Emily Denton. 2023. AI’s Regimes of Representation: A Community-centered Study of Text-to-

Image Models in South Asia. In Proceedings of the 2023 ACM Conference on Fairness, Accountability, and Transparency. 506–517.

[85] Isaac Ariail Reed. 2011. Interpretation and social knowledge: On the use of theory in the human sciences. University of Chicago Press.

[86] Sarah T Roberts. 2019. Behind the screen. Yale University Press.

[87] Paul Röttger, Bertie Vidgen, Dirk Hovy, and Janet B Pierrehumbert. 2021. Two contrasting data annotation paradigms for subjective NLP tasks.

arXiv preprint arXiv:2112.07475 (2021).

[88] Nithya Sambasivan, Shivani Kapania, Hannah Highfill, Diana Akrong, Praveen Paritosh, and Lora M Aroyo. 2021. “Everyone wants to do the

model work, not the data work”: Data Cascades in High-Stakes AI. In proceedings of the 2021 CHI Conference on Human Factors in Computing

Systems. 1–15.

[89] Maarten Sap, Swabha Swayamdipta, Laura Vianna, Xuhui Zhou, Yejin Choi, and Noah A Smith. 2021. Annotators with attitudes: How annotator

beliefs and identities bias toxic language detection. arXiv preprint arXiv:2111.07997 (2021).

[90] Morgan Klaus Scheuerman, Stacy M Branham, and Foad Hamidi. 2018. Safe spaces and safe places: Unpacking technology-mediated experiences

of safety and harm with transgender people. Proceedings of the ACM on Human-computer Interaction 2, CSCW (2018), 1–27.

[91] Candice Schumann, Susanna Ricco, Utsav Prabhu, Vittorio Ferrari, and Caroline Pantofaru. 2021. A step towardmore inclusive people annotations

for fairness. In Proceedings of the 2021 AAAI/ACM Conference on AI, Ethics, and Society. 916–925.

[92] James C Scott. 2020. Seeing like a state: How certain schemes to improve the human condition have failed. yale university Press.

[93] Andrew D Selbst, Danah Boyd, Sorelle A Friedler, Suresh Venkatasubramanian, and Janet Vertesi. 2019. Fairness and abstraction in sociotechnical

systems. In Proceedings of the conference on fairness, accountability, and transparency. 59–68.

[94] Shilad Sen, Margaret E. Giesel, Rebecca Gold, BenjaminHillmann, Matt Lesicko, Samuel Naden, Jesse Russell, Zixiao (Ken)Wang, and Brent Hecht.

2015. Turkers, Scholars, "Arafat" and "Peace": Cultural Communities and Algorithmic Gold Standards. In Proceedings of the 18th ACM Conference

on Computer Supported Cooperative Work & Social Computing (Vancouver, BC, Canada) (CSCW ’15). Association for Computing Machinery, New

York, NY, USA, 826–838. https://doi.org/10.1145/2675133.2675285

[95] Ali Akbar Septiandri, Marios Constantinides, Mohammad Tahaei, and Daniele Quercia. 2023. WEIRD FAccTs: How Western, Educated, Industri-

alized, Rich, and Democratic is FAccT?. In Proceedings of the 2023 ACM Conference on Fairness, Accountability, and Transparency. 160–171.

[96] Renee Shelby, Shalaleh Rismani, Kathryn Henne, AJung Moon, Negar Rostamzadeh, Paul Nicholas, N’Mah Yilla-Akbari, Jess Gallegos, Andrew

Smart, Emilio Garcia, et al. 2023. Sociotechnical harms of algorithmic systems: Scoping a taxonomy for harm reduction. In Proceedings of the 2023

AAAI/ACM Conference on AI, Ethics, and Society. 723–741.

[97] Galit Shmueli. 2010. To explain or to predict? (2010).

[98] Andrew Smart, Larry James, Ben Hutchinson, Simone Wu, and Shannon Vallor. 2020. Why reliabilism is not enough: Epistemic and moral

justification in machine learning. In Proceedings of the AAAI/ACM Conference on AI, Ethics, and Society. 372–377.

[99] Robert C Solomon and Kathleen M Higgins. 2012. What Nietzsche really said. Schocken.

[100] Gwyneth Sutherlin. 2023. Who is the human in the machine? Releasing the human–machine metaphor from its cultural roots can increase

innovation and equity in AI. AI and Ethics (2023), 1–8.

[101] Asmita Bhutani Vij. 2023. Women Workers Behind the AI Revolution: The Production and Reproduction of Data Annotation Platforms. Ph. D.

Dissertation. University of Toronto (Canada).

[102] Ding Wang, Shantanu Prabhat, and Nithya Sambasivan. 2022. Whose AI Dream? In search of the aspiration in data annotation.. In Proceedings of

the 2022 CHI Conference on Human Factors in Computing Systems. 1–16.

17

https://doi.org/10.1145/2675133.2675285


Smart, et al.

[103] Zeerak Waseem. 2016. Are you a racist or am i seeing things? annotator influence on hate speech detection on twitter. In Proceedings of the first

workshop on NLP and computational social science. 138–142.

[104] Gregory Wheeler. 2016. Machine epistemology and big data. In The Routledge companion to philosophy of social science. Routledge, 341–349.

[105] Iris Marion Young. 2010. Responsibility for justice. Oxford University Press.

[106] Talat Zeerak, Lulz Smarika, Bingel Joachim, and Augenstein Isabelle. 2020. Disembodied machine learning: On the illusion of objectivity in NLP.

(2020).

18



This figure "acm-jdslogo.png" is available in "png"
 format from:

http://arxiv.org/ps/2402.06811v1

http://arxiv.org/ps/2402.06811v1


This figure "sample-franklin.png" is available in "png"
 format from:

http://arxiv.org/ps/2402.06811v1

http://arxiv.org/ps/2402.06811v1

	Abstract
	1 Introduction
	1.1 Elusive ground truth
	1.2 The value-laden nature of data annotation and machine learning
	1.3 AI is non-WEIRD people
	1.4 Contributions

	2 what exactly is data annotation?
	2.1 Genealogy as a method: examining power and making labor visible
	2.2 The Objectivity of the Subjective in Data Annotation

	3  Data Annotation and a detour through WEIRD experimental psychology
	3.1 Generalizing from the observed to the unobserved: psychology, AI and the problem of induction
	3.2 Things get WEIRD
	3.3 Big data to the rescue?

	4 Biased annotators, biased instructions or biased models?
	4.1 Inverse WEIRD?

	5 Data annotation, seeing like an algorithm and social categorization
	5.1 Identity and automated social categorization

	6 This is why who annotators are is important (Individual Subjectivity's Influence on Social Categorization)
	7 Socio-economic globalization (Labor Influence on Social Categorization)
	8 Annotation Task Design's Influence on Social Categorization
	9 Conclusion: The Future is not WEIRD but human
	References

