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Abstract

Visual understanding requires comprehending complex visual relations between objects within a scene. Here, we seek
to characterize the computational demands for abstract visual reasoning. We do this by systematically assessing the
ability of modern deep convolutional neural networks (CNNs) to learn to solve the “Synthetic Visual Reasoning Test"
(SVRT) challenge, a collection of twenty-three visual reasoning problems. Our analysis leads to a novel taxonomy of
visual reasoning tasks, which can be primarily explained by both the type of relations (same-different vs. spatial-relation
judgments) and the number of relations used to compose the underlying rules. Prior cognitive neuroscience work
suggests that attention plays a key role in human’s visual reasoning ability. To test this, we extended the CNNs with
spatial and feature-based attention mechanisms. In a second series of experiments, we evaluated the ability of these
attention networks to learn to solve the SVRT challenge and found the resulting architectures to be much more efficient
at solving the hardest of these visual reasoning tasks. Most importantly, the corresponding improvements on individual
tasks partially explained the taxonomy. Overall, this work advances our understanding of visual reasoning and yields
testable Neuroscience predictions regarding the need for feature-based vs. spatial attention in visual reasoning.

1 Introduction

Humans can effortlessly provide rich and detailed descriptions of briefly presented real-life photographs (Fei-Fei et al.,
2007) – vastly outperforming the best current computer vision systems (Geman et al., 2015; Kreiman and Serre, 2020).
Most previous human studies have typically focused on understanding the neural computations underlying the judgment
of individual relations between objects, such as their spatial relations (e.g., Logan (1994a)) or whether they are the
same or different (up to a transformation, e.g., Shepard and Metzler (1971)). Prior Cognitive Neuroscience studies have
shown that different visual reasoning problems have different attentional and working memory demands (Logan, 1994b;
Moore et al., 1994; Rosielle et al., 2002; Holcombe et al., 2011; Van Der Ham et al., 2012; Kroger et al., 2002; Golde
et al., 2010; Clevenger and Hummel, 2014; Brady and Alvarez, 2015). However, to date, relatively little is known about
the underlying computational basis of same different discrimination and visual reasoning in general (see Ricci et al.
(2021) for a recent review).

One benchmark that has been designed to probe abstract visual relational capabilities in humans and machines is the
Synthetic Visual Reasoning Test (SVRT) (Fleuret et al., 2011). The dataset consists of twenty-three hand-designed
binary classification problems with stimuli consisting of simple closed-contours shapes and aimed at testing the
recognition of abstract concepts. Observers are never explicitly given the underlying classification rule and they must
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Figure 1: Two SVRT sample tasks from a set of twenty three in total. For each task, the leftmost and rightmost two
examples illustrate the two categories to be classified. Representative samples for the complete set of twenty-three tasks
can be found in Figure S2 and S3.

learn it from the presentation of positive and negative training examples. Examples from two representative tasks
are depicted in Figure 1: observers must learn to recognize whether two shapes are the same or different (Task 1), or
whether or not the smaller of the two shapes is near the boundary (Task 2). Additional relations represented in the
challenge include “inside", “in between”, “forming a square”, “aligned in a row" or “finding symmetry" (see Figures S2
and S3 for examples).

Most SVRT tasks are rapidly learned by human observers within twenty or fewer training examples (Fleuret et al.,
2011) (see Table 2; reproduced from the original study). Modern deep neural network models require several orders of
magnitude more training samples for some of the more challenging tasks (Ellis et al., 2015; Stabinger et al., 2016a;
Kim et al., 2018; Messina et al., 2021; Stabinger et al., 2021, 2016b) (see Ricci et al. (2021) for review; see also (Funke
et al., 2021) for an alternative perspective).

Prior work has started to reveal an initial dichotomy of SVRT tasks. For instance, it has been found that tasks that
involve spatial-relation (SR) judgments can be learned much more easily by deep convolutional neural networks (CNNs)
than tasks that involve same-different (SD) judgments (Stabinger et al., 2016b; Kim et al., 2018; Yihe et al., 2019). This
is not to say that CNNs cannot learn SD tasks (obviously they will given sufficient training samples given that they
are universal approximators) – only that CNNs require far more training examples and/or more processing layers to
successfully learn to solve SD vs. SR task. The implication is that CNNs would appear to need additional computations
beyond the filtering, non-linear rectification, and pooling that they rely on to learn SD tasks as efficiently as SR tasks.
Indeed, recent human electrophysiology work (Alamia et al., 2021) has shown that SD tasks recruit cortical mechanisms
associated with attention and working memory processes to a greater extent than SR tasks but state-of-the-art CNNs lack
such mechanisms. However, beyond this basic dichotomy (SR vs. SD), little is known about the neural computations
necessary to solve SVRT tasks as efficiently as human observers.

Here, we aim to further our understanding of the neural computations required for visual reasoning in two sets of
experiments. In our first set of experiments, we extend prior studies on the learnability of individual SVRT tasks
by feedforward neural networks using a popular class of deep neural networks known as deep residual networks
(“ResNets”) (He et al., 2016). We systematically analyze the ability of ResNet architectures to learn all twenty-three
SVRT tasks as a function of their processing depth (or number of layers – as a proxy for their expressiveness) and the
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number of samples used for training (to characterize their sample efficiency for that particular task). Through these
experiments, we found that most of the variance in the space of SVRT tasks could be accounted for by two principal
components, which reflected both the nature (same-different vs. spatial-relation judgments) and the number of relations
used to compose the underlying rules.

Consistent with Neuroscience studies on visual reasoning (Egly et al., 1994; Roelfsema et al., 1998), prior work by Kim
et al. (2018) has shown that combining CNNs with an oracle model of attention and feature binding (i.e., preprocessing
images so that they are explicitly and readily organized into discrete object channels) renders SD tasks as easy to learn
by CNNs as SR tasks. Here, we build on this work and describe CNN extensions to incorporate spatial and feature-based
attention. In a second set of experiments, we show that these attention networks learn difficult SVRT tasks with fewer
training examples than their pre-attentive (CNN) counterparts. We also find that spatial and feature-based attention
improved model performance on different tasks. A finer analysis further revealed a close correspondence between the
relative improvements obtained following the addition of these two forms of attention and the taxonomy identified in
experiment 1.

This previous set of experiments leaves open the question as to how these attention mechanisms contribute to learning
these visual reasoning problems. One could imagine two possible contributions of attention mechanisms in helping
these networks to learn better visual representations for the task and/or to learn the abstract rule more efficiently. To
control for the learnability of visual features, we contrasted two scenarios, one where the models were trained from
scratch such that they have to learn both SVRT features and the rule and one where they were pre-trained on SVRT such
that they only have to learn the rule. We found the task benefits of pre-training to learn SVRT features to be correlated
with the benefits of spatial attention – suggesting that spatial attention helps discover the rule more so than learning
good visual representations.

2 Experiment 1: ResNets

2.1 Systematic analysis of SVRT tasks’ learnability

All experiments were carried out with the Synthetic Visual Reasoning Test (SVRT) dataset using code provided by the
authors to generate images with dimension 128 × 128 pixels (see Fleuret et al. (2011) for details). In this experiment
we want to show the learnability of these tasks using ResNets. We trained 18-, 50-, and 152-layer ResNets separately
on each of the SVRT’s twenty-three tasks. In addition, we also trained networks using different number of training
examples. Estimates of the changes in accuracy as a function of the number of samples for a fixed depth (“sample
complexity”) and changes in accuracy as a function of depth for a fixed number of samples (i.e., how expressive the
network has to be) provide complementary characterization of the learnability of these tasks. Our datasets contained
.5k, 1k, 5k, 10k, 15k, and 120k class-balanced samples. We also generated two unique sets of 40k positive and negative
samples for each task: one was used as a validation set to select a stopping criterion for training the networks (if
validation accuracy reaches 100%) and one was used as a test set to report model accuracy. In addition, we used three
independent random initializations of the training weights for each configuration of architecture/task and selected the
best model using the validation set. Models were trained for 100 epochs using the Adam optimizer (Kingma and
Ba, 2014) with a training schedule (we used an initial learning rate of 1e-3 and changing it to 1e-4 from 70th epoch
on-wards). As a control, because these tasks are quite different from each other, we also tested two additional initial
learning rates (1e-4, 1e-5).
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Figure 2: Test accuracy for each of the twenty-three SVRT tasks as a function of the number of training samples for
ResNets with depth 18, 50 and 152, resp. The color scheme reflects the identified taxonomy of SVRT tasks (see Figure 3
and text for details).
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Figure 3: Dendrogram derived from an N-dim hierarchical clustering analysis on the test accuracy of N=15
ResNets[18/50/152] trained to solve each task over a range of training set sizes.

Figure 2 shows the test accuracy of the three ResNets with depth 18, 50, and 152 for each SVRT task as a function
of the number of samples used for training. Consistent with prior work (Kim et al., 2018; Stabinger et al., 2016b;
Yihe et al., 2019), we found that some SVRT tasks are much easier to learn than others for ResNets. For instance, a
ResNet50 needs only 500 examples to perform well on tasks 2, 3, 4, 8, 10, 11, 18 but the same network needs 120k
samples to perform well on task 21 (see Figures S2 and S3 for examples of these tasks). Similarly, with 500 training
examples, task 2, 3, 4 & 11 can be learned well with only 18 processing stages while task 9, 12, 15 & 23 require as
many as 152 processing stages. A key assumption of our work is that these differences in training set sizes and depth
requirements between different SVRT tasks reflect different computational strategies that need to be discovered by the
neural networks during training for different tasks. Our next goal is to better understand what these computational
strategies are.

2.2 An SVRT taxonomy

To further characterize the space of SVRT tasks, we performed a multi-variate clustering analysis. For each individual
task, we created an N -dimensional vector by concatenating the test accuracy of all ResNet architectures (N = 3
depths × 5 training set sizes = 15) as discussed above as a signature of each task’s computational requirements. We
then performed a hierarchical clustering analysis using agglomerative methods; the resulting dendrogram is shown in
Figure 3.

Our clustering analysis reveals a novel taxonomy of visual reasoning tasks: At the coarsest level, it recapitulates the
dichotomy between same-different (SD; green branches) and spatial-relation (SR; red branches) categorization tasks
originally identified by Kim et al. (2018) using shallow CNNs and univariate analyses. Interestingly, two of the tasks
which were classified as SR by Kim et al. (2018) (tasks 6 & 17) were assigned to the SD cluster in our analysis. We
examined the descriptions of these two tasks as given in Fleuret et al. (2011) (see also Figures S2 and S3) and found
that these two tasks not only involve an SR component but also an SD component as they require the identification of
two same shapes in an image and then apprehending the distance between those. Task 6 involves two pairs of identical
shapes with one category having same distance in-between two identical shapes vs. not in the other. Similarly in task 17,
three of the four shapes are identical and their distance with the non identical one is same in one category vs. different
in the other. Thus, the assignment of tasks into SR vs. SD identified in our experiment seems somewhat cleaner than
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that identified by Kim et al. (2018). This could be due to our use of ResNets (as opposed to vanilla CNNs), deeper
networks, and a greater variety of training set sizes (including much smaller training set sizes than those used by Kim
et al. (2018)).

Beyond this main dichotomy, our multi-variate analysis revealed a finer organization. The SR cluster could be further
subdivided into two sub-clusters. A dark-brown-coloured branch involves relatively simple and basic relation rules
such as shapes making close contact (3, 11), or being close to one another (2), one shape being inside the other (4)
or whether the shapes are arranged to form a symmetric pattern (8, 10, 18). On the contrary, tasks that fall in the
light-brown-coloured branch involve the composition of more than two rules such as comparing the size of multiple
shapes to identify a subgroup before identifying the relationship between the members of the sub-groups. This includes
tasks such as finding a larger object in between two smaller ones (9) or three shapes of which two are small and one
large with two smaller (identification of large and small object) ones either inside or outside in one category vs. one
inside and the other outside in the second (23), or two small shapes equally close to a bigger one (12), etc. These tasks
also tend to be comparatively harder to learn by the neural networks requiring greater depth or number of training
samples. For instance, contrast tasks 9, 12, 15, 23 with tasks 2, 4, 11 in training regimes with fewer training samples or
tasks 12, 15, 9, 23 as they require more deeper network (Figure 2).

We found that task 15 gets assigned to this latter sub-cluster because the task requires finding four shapes in an image
that are identical vs. not. One would expect this task to fall in the SD cluster but we speculate that the deep networks
are actually able to leverage a shortcut (Geirhos et al., 2020) by classifying the overall pattern as symmetric/square
(when the four shapes are identical) vs. trapezoid (when the four shapes are different; see Figure S3) – effectively
turning an SD task into an SR task. Further work should try to address this potential bias in the SVRT task 15 to test our
assumption.

Similarly, our analysis reveals a further subdivision of the SD cluster. All these tasks require recognizing shapes which
are identical to at least one of the other shapes in the image. The first sub-cluster belongs to tasks that require the
identification of simple rules such as detecting whether two shapes are identical (even if it is along the perpendicular
bisector) (tasks 1, 20; see Figure S2), or identifying if all the shapes are same (16, 22) or finding if two pairs of identical
shapes are translationally symmetrical (13). Another set of tasks within this sub-cluster includes tasks that are defined
by rules that include the composition of additional relational judgments. Sample tasks include identifying pairs/triplets
of identical shapes and measuring the distance with the rest (6, 17), or finding if identical shapes occur in pairs (5),
or detecting if one of the shapes is the scaled version of the other one (19). Finally, the second sub-cluster shown in
dark-green color involves two tasks that require an understanding of shape transformations including knowing whether
one of the shapes is the scaled, translated or rotated version of the other one (21) or complex relations such as counting
as in judging whether an image contains two pairs of three identical shapes or three pairs of two identical shapes in an
image (7).

To summarize this first set of experiments, we have systematically evaluated the ability of ResNets spanning multiple
depths to solve each of the twenty-three SVRT tasks for different training set sizes. This allowed us to represent SVRT
tasks as N-dimensional vectors and we used clustering methods to better understand the resulting SVRT space. Beyond
a main SD-SR dichotomy, our analysis revealed additional sub-clusters which could be explained by the number of rules
(one single rule vs. two rules) that were composed together to define the task. Increasing the number of rules seems to
make the task harder to learn for the ResNet. Interestingly, we also find an organization of the space by task complexity
such that easier SR and SD sub-clusters fall close to each other with the harder SR and SD sub-clusters falling farther
away. We next study the role of attention mechanisms to help solve those tasks that appear more challenging to be
learned by CNNs.

3 Experiment 2: Attention networks

Attention processes in neuroscience can be broadly divided into spatial (e.g., attending to a particular image location) vs.
feature-based (e.g., attending to a particular shape or color) processes (Desimone and Duncan, 1995). The importance
of attention has also been recently realized by the computer vision community with a number of attention modules
proposed to extend CNNs – including spatial (e.g., Sharma et al. (2015); Chen et al. (2015); Yang et al. (2016); Xu
and Saenko (2015); Ren and Zemel (2016)), feature-based (e.g., Stollenga et al. (2014); Chen et al. (2017); Hu et al.
(2018)) and hybrid (e.g., Linsley et al. (2018a); Woo et al. (2018)) approaches. Here, we adapt the increasingly popular
transformer architecture to implement both forms of attention. These networks originally developed for natural language
processing (Vaswani et al., 2017) are now pushing the state of the art in computer vision (Zhu et al., 2020; Carion
et al., 2020a; Dosovitskiy et al., 2020b). Here, the spatial dimension of the output of the CNN layers is flattened
before passing to our transformer module to get the spatial attention vs. we transpose this spatial dimension with
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feature dimension before passing it to the transformer module to get feature-based attention. We refer the reader to the
supplementary section S1 for details on our implementations.

(a) Spatial attention

(b) Feature-based attention

Figure 4: Test accuracies for a baseline ResNet50 vs. the same architecture endowed with the two forms of attention for
each of the twenty-three SVRT tasks when varying the number of training examples. Also note that a different axis
scale is used for SR2 to improve visibility.
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Figure 5: Test accuracies obtained using a vanilla ResNet50 with feature-based attention and spatial attention modules
for 10k training samples.

We first compared the accuracy of two types of attention network (i.e., a ResNet50 endowed with a spatial attention
module, and a ResNet50 endowed with a feature-based attention module) with that of a vanilla ResNet50. Shown
in Figure 4 are the test accuracies obtained for each SVRT task with a ResNet50 endowed with spatial attention and
feature-based attention plotted against the corresponding accuracies of a vanilla ResNet50 (i.e., without attention). Each
curve corresponds to a different task derived by training these networks for different number of training examples (not
shown; higher accuracies correspond to training with larger number of samples). The vanilla ResNet50 provides a
baseline to gauge any improvement associated with the addition of these feature-based and spatial attention mechanisms.
Tasks are grouped into sub-plots corresponding to the sub-clusters identified in Experiment 1 (two main clusters for SD
vs. SR and their associated sub-clusters). To recall, the two sub-clusters from SD are represented as SD1 and SD2

which consist of tasks (7, 21), (5, 19, 6, 17, 20, 1, 13, 22, 16) respectively. We further labeled the SR sub-clusters as
SR1 and SR2, corresponding to the following task numbers: (12, 15, 14, 9, 23) and (8, 10, 18, 4, 3, 11, 2), respectively.

For all tasks, spatial attention consistently improves the network’s accuracy for any number of training examples. The
improvement in accuracy is particularly noticeable for the SD1 cluster. We have already shown that tasks involved in
this sub-cluster are associated with a composition of two rules and all the tested networks struggled to learn the tasks
without attention. Adding an attention module to the ResNet50 network helps it learn these tasks more efficiently. The
improvement is also robust to a lesser extent for SD2 and SR1 and the improvement is marginal for SR2 because the
vanilla architecture can already learn the tasks relatively well (note the use of a different axis for the corresponding
plot).

We find that feature-based attention leads to the highest improvements for SD1 especially in intermediate training
regimes (Figure 5) while spatial attention leads to the highest improvements for SD2 and SR1 especially in lower
training regimes (corresponding on the plot to lower test accuracy regimes for the baselines ResNet50). SR2 tasks are
learned well without any attention mechanisms with as little as 500 training examples. Overall, these results validate
our hypothesis that different sub-clusters correspond to tasks that exhibit different computational demands.

We further performed a principal component analysis (see Figure 6) from the feature vector (N = 15) derived in
Experiment 1 – consisting of the test accuracies of the twenty-three SVRT tasks for the baseline ResNet models of
varying depths (18, 50, 152 layers) and five dataset sizes (.5k, 1k, 5k, 10k & 15k). We selected the top two principal
components for display which together account for ∼ 93% of the variance. With the exception of task 6, the four
sub-clusters discovered in Experiment 1 are already visible when only considering the first two principal components
(see dotted red lines). Interestingly, the first principal component alone is sufficient to recapitulate the SD vs. SR

8



Understanding the computational demands underlying visual reasoning A PREPRINT

Figure 6: Principal component analysis of the twenty-three tasks using the 15-dimensional feature vectors derived from
Experiment 1 representing the test accuracy obtained for each task for different dataset sizes and ResNets of varying
depths (18, 50 & 152). Dotted red line represents 4 different bins in which these tasks can be clustered.

dichotomy while the second principal component seems to capture the tasks attentional demands for spatial attention
(recall that SD1 vs. SD2 benefit most from feature-based vs spatial attention; see Figure 4).

To better understand how the ResNet-derived taxonomy found in Experiment 1 can be explained by the need for spatial
and feature-based attention, we performed an additional analysis whereby we considered the test accuracy of the spatial
and feature-based attention architectures for different dataset sizes (.5k, 1k, 5k, 10k, 15k). For each dataset size, we
calculated the ratio of the test accuracy of two attention processes individually with that of the vanilla ResNet50 for
each task and training condition. A ratio of 1 means no improvement with the corresponding attention process for that
particular task and training set size. A ratio greater/smaller than 1 corresponds to an increment/decrement in accuracy for
that task with the addition of the corresponding attention process. This gives us five ratios per task and attention process
corresponding to each dataset size. We then linearly fitted these points and calculated the corresponding slope. This
slope characterizes the relative benefit of attention for that particular task as the number of training examples available
increases. A negative slope means that the benefit of attention is most evident in lower training regimes; conversely
a positive slope means that the benefit of attention is most evident in higher training regimes. Two representative
examples of positive and negative slopes are shown in Figure 7 for tasks 7 and 22. Repeating this procedure for all
twenty-three tasks and for both spatial and feature-based attention gives us two 23-dimensional vectors.

These slope vectors can be found in Figure S4 and S5 for spatial attention and in Figure S6 and S7 for feature-based
attention. In general we can see that for any form of attention there is an increasing trend in slope as we go from SR
to SD. This suggests that tasks belonging to SR category requires no attention or minimal attention whereas SD1

requires some form of attention, preferably feature-based attention over spatial attention. In sub-cluster SR1, we find
a surprisingly relatively high slope value for task 15 which is consistent with our results found in Experiment 1 and
consistent with our hypothesis that the networks are capable to use a shortcut to learn this SD task and treat it as an SR
task instead.
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Figure 7: Understanding in what training regime attention helps. We first compute the ratio of the test accuracy of
each of the two attention processes with the test accuracy of a baseline ResNet50 for each task and training condition.
As an example, these ratios are plotted for different training set sizes for tasks 7 and 22. When the ratio is greater
than 1 it shows that attention helps vs. hurts when lower than 1. This gives us five ratios per task and attention
process corresponding to each dataset size. We performed a linear fitting procedure for these points and calculated the
corresponding slope. This slope characterizes the relative benefits of attention for that particular task as the number of
training examples available increases. If the benefit of attention is most evident in lower training regimes, one would
expect a relatively small slope and if the benefit of attention is most evident in higher training regimes, one would
expect a large slope.

Table 1: Pearson coefficient (r) and corresponding p values obtained by correlating the slope vectors of the spatial
attention and the feature-based attention modules with the two principal components of Figure 6. See text for details.

Spatial Feature
r p r p

PC1 0.466 0.0249 0.649 0.0008
PC2 -0.652 0.0007 -0.491 0.0174

We then correlated these vectors with the principal components (PC1, PC2) from Figure 6. The corresponding Pearson
coefficient r and p values are given in Table 1. Interestingly, we find a dissociation between the two forms of attention
with feature-based attention correlating most with the first principal component and spatial attention with the second
principal component. Note that the sign of the projections along the principal components is arbitrary and hence the
sign of the correlation should not be interpreted beyond just the fact that there is correlation.

To summarize our results from Experiment 2, we have found that the task clusters derived from ResNets’ test accuracies
computed over a range of depth and training set sizes can be explained in terms of attentional demands. ResNets are
universal approximators, and as expected, with sufficient amount of training data, any sufficiently deep ResNet learns
all twenty-three problems. Here, we have shown that endowing these networks with attentional mechanisms helps
them learn some of the most challenging problems with far fewer training examples. We also found that the relative
improvements obtained over standard ResNets with feature-based and spatial attention are consistent with the taxonomy
of visual reasoning tasks found in Experiment 1. More generally, our analysis shows how the relative need for feature vs.
spatial attention seems to account for a large fraction of the variance in the space of SVRT tasks defined in Experiment
1 according to their learnability by ResNets.

4 Experiment 3: Feature vs. rule learning

In this section, we contrast learning of SVRT tasks from the perspective of two network models. One model was
trained to solve the problems from scratch as done in Experiment 1 and 2 (i.e., using randomly initialized weights) such
that both the visual features (i.e., by convolutional layers) and the classification rule (i.e., by the final linear layer in
ResNets) were learned during training. The other model was pre-trained using an auxiliary task in order to learn visual
features that are already adapted to the SVRT stimuli such that only the classification rule needs to be learned during
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the actual training as opposed to learning a mixture of visual features and rule for the network trained from scratch. For
pre-training, we used an image dataset consisting of 5,000 samples (class balanced) for each of the twenty-three tasks
(5,000 × 23 = 115,000 samples in total). To make sure the networks did not learn any of the SVRT abstract rules, we
shuffled images and binary class labels across all twenty-three problems while pre-training the network. For the actual
training, we froze the weights of the convolutional layers and fine-tuned only the classification layers to learn the actual
rule for each of the SVRT problems.

As a control, we trained a third architecture that was pre-trained on ImageNet (a popular computer vision dataset
containing natural object categories; Deng et al., 2009). This provides a good benchmark to demonstrate that our
SVRT-pre-training approach does indeed learn meaningful representations. This approach is similar in spirit to that of
(Goyal and Bengio, 2021) who explored the link between inductive bias vs. learnability of a task and generalization.

Figure 8 shows a comparison between the different architectures in terms of their test accuracies according to the
sub-clusters discovered in Experiment 1. These results first confirm that the SVRT pre-training approach works because
it consistently outperforms pre-training on ImageNet (Figure S8) or training from scratch. Interestingly, for the SR2

sub-cluster, we found that the benefits of pre-training on SVRT goes down very quickly as the number of training
examples grows. We interpret these results as reflecting the fact that generic visual features are sufficient for the task
and that the rule can be learned very quickly (somewhere around 500 and 5,000 samples). For SR1 sub-cluster, the
benefits of starting from features learned from SVRT is somewhat more significant in low training regimes but these
advantages quickly vanish as more training examples are available (the task is learned by all architectures within 5,000
training samples).

For SD1 while there appears to be a significant advantage of pre-training on SVRT over ImageNet pre-training and
training from scratch, the tasks never appear to be fully learned by any of the networks even with 15,000 training
examples. This demonstrates the challenge of learning the rules associated with this sub-cluster beyond simply learning
good visual representations. Finally, our results also show that the performance gap across all the architectures for SD2

vs. SD1 increases rapidly with more training examples – demonstrating the fact that the abstract rule for SD2 tasks are
more rapidly learned than for SD1.

At last, we carried out a similar analysis with the pre-trained network as done in Experiment 2: We built test accuracy
vectors for the SVRT-pre-trained network trained using all five dataset sizes (.5k, 1k, 5k, 10k, 15k) and searching over a
range of optimal learning rates (1e-4, 1e-5, 1e-6). This led to five-dimensional vector, which we normalize by dividing
each entry with the corresponding test accuracy of a baseline ResNet50 trained from scratch. Hence, the normalized
vector represent the improvement (ratio larger than 1) or reduction in accuracy (ratio smaller than 1) that results from
the pre-training on SVRT for that particular task and training set size. We then calculated the slope vector in R(23),
which we correlated with the corresponding spatial and feature-based attention vectors from Experiment 2.

We found SVRT pre-training to be more correlated with spatial (r = 0.90, p = 4e− 9) than feature-based (r = 0.595,
p = 0.002) attention. This suggests that the observed improvements in accuracy derived from spatial attention are more
consistent with learning better feature representations compared to feature-based attention.

To summarize, in Experiment 3, we have tried to address the question of learnability of SVRT features vs. rules. We
found that using an auxiliary task to pre-train the networks on the SVRT stimuli in order to learn visual representations
beforehand provides significant learning advantages to the network compared to a network trained from scratch. We
also found a noteworthy correlation between the test accuracy vector of a network initialized with SVRT pre-training
and a similar network endowed with spatial attention. This suggests that spatial attention helps discover the abstract
rule more so that it helps improve learning good visual representations for the task.

Discussion

The goal of the present study was to shed light on the computational mechanisms underlying visual reasoning using the
Synthetic Visual Reasoning Test (SVRT) (Fleuret et al., 2011). The twenty-three binary classification problems in this
challenge, which include a variety of same-different and spatial reasoning challenges.

In a first experiment, we systematically evaluated the ability of a battery of N = 15 deep convolutional neural networks
(ResNets) – varying in depths and trained using different training set sizes – to solve each of the SVRT problems. We
found a range of accuracies across all twenty-three tasks, with some tasks being easily learned by shallower networks
and relatively small training sets, and some tasks remaining hardly solved with much deeper networks and orders of
magnitude more training examples.

Under the assumption that the computational complexity of individual tasks can be well characterized by the pattern
of test accuracy across these N neural networks, we formed N-dimensional accuracy vectors for each task and ran a
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Figure 8: Test accuracies for a baseline ResNet50 trained from scratch (“No initialization”) vs. the same architecture
pre-trained on an auxiliary task in order to learn visual representations that are already adapted to the SVRT stimuli for
different number of training examples. The format is the same as used in Figure 4. Also note that a different axis scale
is used for SR2 to improve visibility.

hierarchical clustering algorithm. The resulting analysis revealed a taxonomy of visual reasoning tasks: beyond two
primary clusters corresponding to same-different (SD) vs. spatial relation (SR) judgments, we also identified a finer
organization with sub-clusters reflecting the nature and the number of relations used to compose the rules defining
the task. Our results are consistent with previous work by Kim et al. (2018) who first identified a dichotomy between
SD and SR tasks. Our results also extend prior work (Fleuret et al., 2011; Kim et al., 2018; Yihe et al., 2019) in
revealing a finer-level taxonomy of visual reasoning tasks. The accuracy of neural networks is reflected in the number
of relationships used to define the basic rules, which is expected, but it deserves closer examination.

Kim et al. (2018) have previously suggested that SD tasks “strain” convolutional neural networks. That is, while it
is possible to find a network architecture of sufficient depth (or number of units) that can solve a version of the task
up to a number of stimulus configurations (e.g., by forcing all stimuli to be contained within a ∆H ×∆W window),
it is relatively easy to render the same task unlearnable by the same network passed a certain number of stimulus
configurations (e.g., by increasing the size of the window that contains all stimuli). It is as if these convolutional
networks are capable to learn the task if the number of stimulus configurations remains below their memory capacity,
and fail beyond that.

Deep convolutional neural networks are universal approximators. That is, they can learn mappings from images to class
labels. Depending on the complexity of the mapping one might need an increasing number of hidden units to allow for
enough expressiveness of the network; but provided enough units / depth and a sufficient amount of training examples,
deep CNNs can learn arbitrary visual reasoning tasks. However, deep CNNs typically lack many of the human cognitive
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functions such as attention and working memory. Such functions are likely to provide a critical advantage for a learner
to solve some of these tasks (Geman et al., 1992). CNNs might have to rely instead on function approximation which
could lead to a less general brute-force solution.

For instance, Linsley et al. (2018b) have shown that contour tracing tasks that can be solved efficiently with a single
layer of a recurrent-CNN may require on the order of one hundred processing stages in a non-recurrent-CNN t solve
the same task. This ultimately translates into much greater sample efficiency for recurrent-CNNs on natural image
segmentation tasks (Linsley et al., 2020). Universal approximators with minimal inductive biases such as multi-layer
perceptrons, CNNs and other feedforward or pre-attentive architectures can learn to solve visual reasoning tasks, but
they might need a very large number of training examples to properly fit. Hence, beyond simply measuring the accuracy
of very deep nets in high data regimes (such as when millions of training examples are available), systematically
assessing the performance of neural nets of varying depths and for different training regimes may provide critical
information about the complexity of different visual reasoning tasks.

Kim et al. (2018) hypothesized that such straining by convolutional networks is due to their lack of attention mechanisms
to allow the explicit binding of image regions to mental objects. A similar point was made by Greff et al. (2020) in
the context of the contemporary neural network failure to carve out sensory information into discrete chunks which
can then be individually analyzed and compared (see also Tsotsos et al. (2007) for a similar point). Interestingly, this
prediction was recently tested using human EEG by Alamia et al. (2021) who showed that indeed the brain activity
recorded during SD tasks is compatible with greater attention and working memory demands than SR tasks.

To further assess the role of attention in visual reasoning, we used transformer modules to endow deep CNNs with
spatial or feature-based attention. The relative improvements obtained by the CNNs with the two forms of attention
varied across tasks. Many tasks reflected a larger improvement for spatial attention, and a smaller number benefited
from feature-based attention. Further, we found that the patterns of relative improvements accounted for much of the
variance in the space of SVRT tasks derived in Experiment 1. Overall, we found that the requirement for feature-based
and spatial attention accounts well for the taxonomy of visual reasoning tasks identified in Experiment 1.

In our third experiment, we studied the learnability of SVRT features vs. rules. We did this by pre-training the neural
networks on auxiliary tasks in order to learn SVRT features before training them to learn the abstract rules associated
with individual SVRT problems. Our pre-training methods led to networks that learn to solve the SVRT problems better
than networks trained from scratch as well as networks that were pre-trained to perform image categorization on the
ImageNet dataset. We have also found that such attention processes seem to contribute more to rule learning than to
feature learning. For SR1 sub-cluster we find this type of pre-training to be advantageous in lower training regimes but
the benefits rapidly fade away in higher training regimes. In contrast, this pre-training does not allow the tasks from
the SD1 sub-cluster to be learned even with 15k samples – suggesting that the key challenge with these tasks is not to
discover good visual representations but rather to discover the rule. This suggests the need for additional mechanisms
beyond those implemented in ResNets. This is also consistent with the improvements observed for these tasks with the
addition of attention mechanisms.

In summary, this study has compared the computational demands of different visual reasoning tasks. While our focus
has been on understanding the computational benefits of attention and feature learning mechanisms, it is clear that
additional mechanisms will be required to fully solve all SVRT tasks. These mechanisms are likely to include working
memory which is known to play a role in SD tasks (Alamia et al., 2021). Overall, this work illustrates the potential
benefits of incorporating brain-like mechanisms in modern neural networks and provides a path forward to achieving
human-level visual reasoning.
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Supplementary Information
S1 ResNet50 with attention

Here we detail how we adapt the attention module originally developed for natural language processing in (Vaswani
et al., 2017) and insert it in an already existing convolutional network architecture such as ResNet50. Similar adaptations
can be found in recent works (Carion et al., 2020b; Ramachandran et al., 2019).

Briefly, transformer architectures are encoder-decoder-based architectures consisting of at least one self-attention
module followed by a feedforward layer. Here, we simplified the standard transformer architecture where we picked
only one encoder layer without any feedforward layer and removed the decoder part as routinely done in vision
(Dosovitskiy et al., 2020a; Touvron et al., 2021; Ramachandran et al., 2019; Bello et al., 2019). The motivation for
removing these layers is that we want to evaluate the effect of attention on the basis of its ability to modulate the neural
activity as opposed to simply adding more depth to the neural representations. Our attention modules use key, query
and values variables to learn to attend to either spatial or feature locations within a given layer of processing.

Spatial Attention Module (SAM) Our first attention module takes a features map X ∈ RdC×dH×dW as input, where
dC , dH , and dW respectively refer to the number of channels, height and width of the map, and outputs a features map
Y of the same dimensions. We flatten the spatial dimensions to obtain X ′ ∈ RdC×dN , where dN = dH ∗ dW , and we
apply the original multi-head self-attention module from Vaswani et al. (2017) as follows.

We first apply independent linear mappings of the input X ′ to obtain three features maps of dimensions Rd×dN for each
attention head from a total of nH heads. For the ith head, these maps are known as the query Qi, the key Ki and the
value Vi, and are obtained such as:

Qi = WQ
i .X ′

Ki = WK
i .X ′

Vi = WV
i .X ′

The mappings are parametrized by three matrices WQ
i , WK

i and WV
i of dimensions Rd×dC for each head. The symbol

. denotes a matrix multiplication.

Then, we apply the scaled dot-product attention (Vaswani et al., 2017) to obtain nH attention heads of dimensions
Rd×dN such as:

Hi = SoftMax(
Qi.K

T
i√

d
)Vi (1)

After, we concatenate all attention heads along the first dimension and apply a linear mapping to obtain Y ′ ∈ RdC×dN

such as:

Z = WO.Concat(H1, ...,HnH
) (2)

The mapping is parametrized by the matrix WO ∈ RdC×d.

As commonly done, we have a residual connection before applying a layer normalization (Ba et al., 2016) such as:

Y ′ = LayerNorm(Z + X ′) (3)

Finally, we unflatten Y ′ to obtain Y ∈ RdC×dH×dW .

We obtain the best results with a representation space of 512 dimensions (d = 512) and four attention heads (nH = 4).

Features-based Attention Module (FBAM) Our second attention module is simply obtained by transposing the
channel dimension with the spatial dimensions before applying the same transformations. In other words, we transpose
the input X ′ into RdN×dC and transpose the output Y ′ back into RdC×dN . While SAM models an attention over the
dH ∗ dW regions that compose the input features map, FBAM models an attention over the dC features channels.

We obtain the best results with a representation space of 196 dimensions (d = 196) and one attention head (nH = 1).

Insertion of attention modules There are five convolutional blocks in the ResNet-50 architecture. We insert two
blocks of either our SAM or FBAM after the third and fourth blocks as seen in Figure S1.
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Figure S1: Insertion of one of our attention modules into ResNet-50.

Table 2: Each cell represents attempts participants took to solve seven consecutive correct categorization. Here, row
and column represents task number and participant number. Entries containing "X" indicate that the participant
failed to solve the problem, and those cells are not included in the marginal means. (Fleuret et al., 2011)

Participant No.
Task No. 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 Mean Fail

1 1 12 1 2 8 8 1 1 X 1 14 1 4 1 1 1 2 1 1 1 3.26 1
2 3 1 2 2 10 19 4 4 14 3 2 3 21 1 1 5 3 2 22 9 6.55 0
3 7 1 3 1 4 3 1 1 7 1 6 1 1 1 4 1 1 1 4 2 2.55 0
4 1 6 7 1 1 3 1 1 1 1 3 1 1 2 1 1 7 5 7 1 2.6 0
5 7 X 1 21 8 3 1 5 X 1 X 9 13 1 6 2 X 8 1 7 5.88 4
6 X 20 X X 27 25 12 26 X X 3 X X X 4 16 X X X X 16.63 12
7 1 X 1 X 13 8 4 14 X 3 8 12 7 X 1 6 1 1 14 9 6.44 4
8 7 6 1 14 4 14 1 5 1 4 8 1 1 1 13 5 3 7 4 1 5.05 0
9 4 24 1 16 3 1 1 13 X X 4 6 X 2 7 1 3 1 5 1 5.47 3

10 1 8 2 2 4 1 3 5 X 4 1 2 16 4 4 2 1 1 4 3 3.58 1
11 4 2 3 1 3 1 4 8 1 2 1 1 1 1 1 5 2 1 1 1 2.2 0
12 1 2 8 1 9 4 8 4 1 7 25 2 5 2 X 2 5 X 4 1 5.06 2
13 1 20 5 14 X 3 1 13 7 10 1 13 9 5 X 3 3 2 X 1 6.53 3
14 4 4 1 1 3 10 2 X 12 14 1 19 1 3 1 1 4 8 1 2 4.84 1
15 1 X 1 2 2 1 1 1 X 5 1 2 4 1 1 18 10 3 2 1 3.17 2
16 12 18 7 X X 2 2 14 X X 28 9 13 X 22 10 X X X X 12.45 9
17 14 X 6 5 2 X 21 X X 22 X 14 X X X X 13 8 28 1 12.18 9
18 5 17 2 X 27 5 5 1 X 2 X 7 19 4 1 1 5 1 1 2 6.18 3
19 2 10 1 11 1 3 5 11 8 2 4 2 17 1 4 4 1 6 1 X 4.95 1
20 14 7 4 5 1 8 3 1 X 18 9 16 3 1 6 1 2 1 15 1 6.11 1
21 6 X 1 X 1 X 23 X X 21 28 7 26 7 15 2 17 X 16 X 13.08 7
22 1 9 14 1 1 4 1 5 21 2 1 2 5 1 6 1 4 1 1 6 4.35 0
23 1 1 7 22 1 1 2 1 6 21 2 5 4 6 4 3 1 1 6 8 5.15 0

Mean 4.45 9.33 3.59 6.78 6.33 6.05 4.65 6.7 7.18 7.2 7.5 6.14 8.55 2.37 5.15 4.14 4.4 3.11 6.9 3.05
No of Fails 1 5 1 5 2 2 0 3 12 3 3 1 3 4 3 1 3 4 3 4
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Figure S2: Sample images for Same Different (SD) tasks
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Figure S3: Sample images for Spatial Relation (SR) tasks

20



Understanding the computational demands underlying visual reasoning A PREPRINT

Figure S4: Slope attained by linear fitting of points obtained after taking the ratio of each of the network with spatial
attention module and the test accuracy of a ResNet50 for each task and training condition for Same Different (SD) tasks
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Figure S5: Slope attained by linear fitting of points obtained after taking the ratio of each of the network with spatial
attention module and the test accuracy of a ResNet50 for each task and training condition for Spatial Relation (SR) tasks
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Figure S6: Slope attained by linear fitting of points obtained after taking the ratio of each of the network with feature-
based attention module and the test accuracy of a ResNet50 for each task and training condition for Same Different
(SD) tasks
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Figure S7: Slope attained by linear fitting of points obtained after taking the ratio of each of the network with feature-
based attention module and the test accuracy of a ResNet50 for each task and training condition for Spatial Relation
(SR) tasks
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Figure S8: Test accuracies for a baseline ResNet50 trained from scratch (“No initialization”) vs. the same architecture
pre-trained on Imagenet data for different number of training examples. The format is the same as used in Figure 4.
Also note that a different axis scale is used for SR2 to improve visibility.
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