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Abstract

Contrastive learning methods have significantly nar-
rowed the gap between supervised and unsupervised learn-
ing on computer vision tasks. In this paper, we explore their
application to geo-located datasets, e.g. remote sensing,
where unlabeled data is often abundant but labeled data
is scarce. We first show that due to their different char-
acteristics, a non-trivial gap persists between contrastive
and supervised learning on standard benchmarks. To close
the gap, we propose novel training methods that exploit the
spatio-temporal structure of remote sensing data. We lever-
age spatially aligned images over time to construct tempo-
ral positive pairs in contrastive learning and geo-location
to design pre-text tasks. Our experiments show that our
proposed method closes the gap between contrastive and
supervised learning on image classification, object detec-
tion and semantic segmentation for remote sensing. More-
over, we demonstrate that the proposed method can also be
applied to geo-tagged ImageNet images, improving down-
stream performance on various tasks. Project Webpage can
be found at this link geography-aware-ssl.github.io.

1. Introduction
Inspired by the success of self-supervised learning meth-

ods [3, 13], we explore their application to large-scale re-
mote sensing datasets (satellite images) and geo-tagged nat-
ural image datasets. It has been recently shown that self-
supervised learning methods perform comparably well or
even better than their supervised learning counterpart on im-
age classification, object detection, and semantic segmenta-
tion on traditional computer vision datasets [21, 10, 13, 3,
2]. However, their application to remote sensing images is
largely unexplored, despite the fact that collecting and la-
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beling remote sensing images is particularly costly as anno-
tations often require domain expertise [37, 38, 36, 16, 5].

In this direction, we first experimentally evaluate the per-
formance of an existing self-supervised contrastive learning
method, MoCo-v2 [13], on remote sensing datasets, finding
a performance gap with supervised learning using labels.
For instance, on the Functional Map of the World (fMoW)
image classification benchmark [5], we observe an 8% gap
in top 1 accuracy between supervised and self-supervised
methods.

To bridge this gap, we propose geography-aware con-
trastive learning to leverage the spatio-temporal structure
of remote sensing data. In contrast to typical computer vi-
sion images, remote sensing data are often geo-located and
might provide multiple images of the same location over
time. Contrastive methods encourage closeness of represen-
tations of images that are likely to be semantically similar
(positive pairs). Unlike contrastive learning for traditional
computer vision images where different views (augmenta-
tions) of the same image serve as a positive pair, we pro-
pose to use temporal positive pairs from spatially aligned
images over time. Utilizing such information allows the
representations to be invariant to subtle variations over time
(e.g., due to seasonality). This can in turn result in more
discriminative features for tasks focusing on spatial vari-
ation, such as object detection or semantic segmentation
(but not necessarily for tasks involving temporal variation
such as change detection). In addition, we design a novel
unsupervised learning method that leverages geo-location
information, i.e., knowledge about where the images were
taken. More specifically, we consider the pretext task of
predicting where in the world an image comes from, similar
to [11, 12]. This can complement the information-theoretic
objectives typically used by self-supervised learning meth-
ods by encouraging representations that reflect geograph-
ical information, which is often useful in remote sensing
tasks [31]. Finally, we integrate the two proposed methods
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Figure 1: Left shows the original MoCo-v2 [3] framework. Right shows the schematic overview of our approach.

into a single geography-aware contrastive learning objec-
tive.

Our experiments on the functional Map of the World [5]
dataset consisting of high spatial resolution satellite im-
ages show that we improve MoCo-v2 baseline significantly.
In particular, we can improve the accuracy on target ap-
plications utilizing image recognition [5], object detec-
tion [39, 1], and semantic segmentation [46]. In particular,
we improve it by∼ 8% classification accuracy when testing
the learned representations on image classification, ∼ 2%
AP on object detection, ∼ 1% mIoU on semantic segmen-
tation, and ∼ 3% top-1 accuracy on land cover classifica-
tion İnterestingly, our geography-aware learning can even
outperform the supervised learning counterpart on temporal
data classification by ∼ 2%. To further demonstrate the ef-
fectiveness of our geography-aware learning approach, we
extract the geo-location information of ImageNet images
using FLICKR API similar to [7], which provides us with
a subset of 543,435 geo-tagged ImageNet images. We ex-
tend the proposed approaches to geo-located ImageNet, and
show that geography-aware learning can improve the per-
formance of MoCo-v2 by ∼ 2% on image classification,
showing the potential application of our approach to any
geo-tagged dataset. Figure 1 shows our contributions in de-
tail.

2. Related Work
Self-supervised methods use unlabeled data to learn rep-

resentations that are transferable to downstream tasks (e.g.
image classification). Two commonly seen self-supervised
methods are pre-text task and contrastive learning.

Pre-text tasks Pre-text task based learning [22, 41, 29, 49,
43, 28] can be used to learn feature representations when
data labels are not available. [9] rotates an image and then
trains a model to predict the rotation angle. [48] trains a
network to perform colorization of a grayscale image. [26]
represents an image as a grid, permuting the grid and then
predicting the permutation index. In this study, we use geo-

location classification as a pre-text task, in which a deep
network is trained to predict a coarse geo-location of where
in the world the image might come from.

Contrastive Learning Recent self-supervised contrastive
learning approaches such as MoCo [13], MoCo-v2 [3], Sim-
CLR [2], PIRL [22], and FixMatch [32] have demonstrated
superior performance and have emerged as the fore-runner
on various downstream tasks. The intuition behind these
methods are to learn representations by pulling positive
image pairs from the same instance closer in latent space
while pushing negative pairs from difference instances fur-
ther away. These methods, on the other hand, differ in the
type of contrastive loss, generation of positive and negative
pairs, and sampling method.

Although growing rapidly in self-supervised learning
area, contrastive learning methods have not been explored
on large-scale remote sensing dataset. In this work, we pro-
vide a principled and effective approach for improving rep-
resentation learning using MoCo-v2 [13] for remote sensing
data as well geo-located conventional datasets.

Unsupervised Learning in Remote Sensing Images Un-
like in traditional computer vision areas, unsupervised
learning on remote sensing domain has not been studied
comprehensively. Most of the studies utilize small-scale
datasets specific to a small geographical region [4, 17, 30,
15, 19], a few classes [35, 25] or a highly-specific modal-
ity, i.e. hyperspectral images [23, 47]. Most of these
studies focus on the UCM-21 dataset [45] consisting of
less than 1,000 images from 21 classes. A more recent
study [36] proposes large-scale weakly supervised learn-
ing using a multi-modal dataset consisting of satellite im-
ages and paired geo-located wikipedia articles. While be-
ing effective, this method requires each satellite image to
be paired to its corresponding article, limiting the number
of images that can be used.

Geography-aware Computer Vision Geo-location data
has been studied extensively in prior works. Most of these
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"gsd":                            
"img_width":                        
"img_height":                       
"country_code":                   
"cloud_cover":                           
“timestamp": 

2.10264849663 
2421 
2165 
IND 
6 
2015-11-02 
T05:44:14Z

2.06074237823 
2410 
2156 
IND 
0 
2016-03-09 
T05:25:30Z

1.9968634 
2498 
2235 
IND 
1 
2017-02-02 
T05:47:02Z

2.2158575 
2253 
2015 
IND 
0 
2017-02-27 
T05:24:30Z

1.24525177479 
4016 
3592 
IND 
0 
2015-04-09 
T05:36:04Z

1.4581833 
3400 
3041 
IND 
2 
2016-12-28 
T05:57:06Z

1.2518295 
4003 
3581 
IND 
0 
2017-04-12 
T05:51:49Z

Figure 2: Images over time concept in the fMoW dataset. The metadata associated with each image is shown underneath.
We can see changes in contrast, brightness, cloud cover etc. in the images. These changes render spatially aligned images
over time useful for constructing additional positives.
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Figure 3: Some examples from GeoImageNet dataset. Below each image, we list their latitudes, longitudes, city, country
name. In our study, we use the latitude and longitude information for unsupervised learning. We recommend readers to
zoom-in to visualize the details of the pictures.

Figure 4: Left The histogram of number of views. Right the
histogram of standard deviation in years per area in fMoW
dataset.

studies utilizes geo-location of an image as a prior to im-
prove image recognition accuracy [33, 14, 24, 20, 6]. Other
studies [44, 11, 12, 42] use geo-tagged training datasets to
learn how to predict the geo-location of previously unseen
images at test time. In our study, we leverage geo-tag infor-
mation to improve unsupervised and self-supervised learn-
ing methods.

3. Problem Definition
We consider a geo-tagged visual dataset

{((x1i , · · · , x
Ti
i ), lati, loni)}Ni=1, where the ith data-

point consists of a sequence of images Xi = (x1i , · · · , x
Ti
i )

at a shared location, with latitude and longitude equal
to lati, loni respectively, over time ti = 1, ..., Ti. When
Ti > 1, we refer to the dataset to have temporal information
or structure. Although temporal information is often not
available in natural image datasets (e.g. ImageNet), it is
common in remote sensing. While the temporal structure is
similar to that of conventional videos, there are some key
differences that we exploit in this work. First, we consider
relatively short temporal sequences, where the time differ-
ence between two consecutive “frames” could range from
months to years. Additionally unlike conventional videos
we consider datasets where there is no viewpoint change
across the image sequence.

Given our setup, we want to obtain visual representa-
tions ztii of images xtii such that the learned representation
can be transferred to various downstream tasks. We do not
assume access to any labels or human supervision beyond
the lati, loni geo-tags. The quality of the representations
is measured by their performance on various downstream
tasks. Our primary goal is to improve the performance
of self-supervised learning by utilizing the geo-coordinates
and the unique temporal structure of remote sensing data.
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3.1. Functional Map of the World

Functional Map of the World (fMoW) is a large-scale
publicly available remote sensing dataset [5] consisting of
approximately 363,571 training images and 53,041 test im-
ages across 62 highly granular class categories. It provides
images (temporal views) from the same location over time
(x1i , · · · , x

Ti
i ) as well as geo-location metadata (lati, loni)

for each image. Fig. 4 shows the histogram of the number
of temporal views in fMoW dataset. We can see that most of
the areas have multiple temporal views where Ti can range
from 1 to 21, and on average there is about 2.5-3 years of
difference between the images from an area. Also, we show
examples of spatially aligned images in Fig. 2. As seen in
Fig. 5, fMoW is a global dataset consisting of images from
seven continents which can be ideal for learning global re-
mote sensing representations.

3.2. GeoImageNet

Following [7], we extract geo-coordinates for a sub-
set of images in ImageNet [8] using the FLICKR API.
More specifically, we searched for geo-tagged images
in ImageNet using the FLICKR API, and were able to
find 543,435 images with their associated coordinates
(lati, loni) across 5150 class categories. This dataset is
more challenging than ImageNet-1k as it is highly imbal-
anced and contains about 5× more classes. In the rest of
the paper, we refer to this geo-tagged subset of ImageNet as
GeoImageNet.

We show some examples from GeoImageNet in Fig. 3.
As shown in the figure, for some images we have geo-
coordinates that can be predicted from visual cues. For ex-
ample, we see that a picture of a person with a Sombrero
hat was captured in Mexico. Similarly, an Indian Elephant
picture was captured in India, where there is a large popula-
tion of Indian Elephants. Next to it, we show the picture of
an African Elephant (which is larger in size). If a model is
trained to predict where in the world the image was taken,
it should be able to identify visual cues that are transferable
to other tasks (e.g., visual cues to differentiate Indian Ele-
phants from the African counterparts). Figure 5 shows the
distribution of images in the GeoImageNet dataset.

4. Method
In this section, we briefly review contrastive loss func-

tions for unsupervised learning and detail our proposed ap-
proach to improve Moco-v2 [3], a recent contrastive learn-
ing framework, on geo-located data.

4.1. Contrastive Learning Framework

Contrastive [13, 2, 3, 34, 27] methods attempt to learn
a mapping fq : xti 7→ zti ∈ Rd from raw pixels xti to
semantically meaningful representations zti in an unsuper-

Figure 5: Top shows the distribution of the fMoW and Bot-
tom shows the distribution of GeoImageNet.

vised way. The training objective encourages representa-
tions corresponding to pairs of images that are known a pri-
ori to be semantically similar (positive pairs) to be closer
to each other than typical unrelated pairs (negative pairs).
With similarity measured by dot product, recent approaches
in contrastive learning differ in the type of contrastive loss
and generation of positive and negative pairs. In this work,
we focus on the state-of-the-art contrastive learning frame-
work MoCo-v2 [3], an improved version of MoCo [13], and
study improved methods for the construction of positive and
negative pairs tailored to remote sensing applications.

The contrastive loss function used in the MoCo-v2
framework is InfoNCE [27], which is defined as follows for
a given data sample:

Lz = − log
exp(z · ẑ/λ)

exp(z · ẑ/λ) +
∑N
j=1 exp(z · kj/λ)

, (1)

where z and ẑ are query and key representations obtained
by passing the two augmented views of xti (denoted v and
v′ in Fig. 1) through query and key encoders, fq and fk pa-
rameterized by θq and θk respectively. Here z and ẑ form
a positive pair. The N negative samples, {kj}Nj=1, come
from a dictionary of representations built as a queue. We
refer readers to [13] for details on this. λ ∈ R+ is the tem-
perature hyperparameter.

The key idea here is to encourage representations of pos-
itive (semantically similar) pairs to be closer, and negative
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(semantically unrelated) pairs to be far apart as measured
by dot product. The construction of positive and negative
pairs plays a crucial role in this contrastive learning frame-
work. MoCo and MoCo-v2 both use perturbations (also
called “data augmentation”) from the same image to create
a positive example and perturbations from different images
to create a negative example. Commonly used perturbations
include random color jittering, random horizontal flip, and
random grayscale conversion.

2016-04-17T15:49:27Z 2012-11-21T15:17:29Z2016-11-10T16:00:51Z 2016-11-10T16:00:51Z2011-06-06T15:56:51Z

Figure 6: Demonstration of temporal positives in eq. 2. An
image from an area is paired to the other images includ-
ing itself from the same area captured at different time. We
show the time stamps for each image underneath the im-
ages. We can see the color changes in the stadium seatings
and surrounding areas.

Temporal Positive Pairs Different from many commonly
seen natural image datasets, remote sensing datasets of-
ten have extra temporal information, meaning that for a
given location (lati, loni), there exists a sequence of spa-
tially aligned images Xi = (x1i , · · · , x

Ti
i ) over time. Unlike

in traditional videos where nearby frames could experience
large changes in content (e.g. from a cat to a tree), in re-
mote sensing the content is often more stable across time
due to the fixed viewpoint. For instance, a place on ocean
is likely to remain as ocean for months or years, in which
case satellite images taken across time at the same location
should share high semantic similarities. Even for locations
where non-trivial changes do occur over time, certain se-
mantic similarities could still remain. For instance, key fea-
tures of a construction site are likely to remain the same
even as the appearance changes due to seasonality.

Given these observations, it is natural to leverage tempo-
ral information for remote sensing while constructing pos-
itive or negative pairs since it can provide us with extra
semantically meaningful information of a place over time.
More specifically, given an image xt1i collected at time t1,
we can randomly select another image xt2i that is spatially
aligned with xt1i (i.e. xt2i ∈ Xi). We then apply perturba-
tions (e.g. random color jittering) as used in MoCo-v2 to the
spatially aligned image pair xt1i and xt2i , providing us with
a temporal positive pair (denoted v and v′ in Figure 1) that
can be used for training the contrastive learning framework

by passing them through query and key encoders, fq and fk
respectively (see Fig. 1). Note that when t1 = t2, the tem-
poral positive pair is the same as the positive pair used in
MoCo-v2.

Given a data sample xt1i , our TemporalInfoNCE objec-
tive function can be formulated as follows:

L
z
t1
i

= − log
exp(zt1i · zt2i /λ)

exp(zt1i · zt2i /λ) +
N∑

j=1

exp(zt1i · kj/λ)
, (2)

where zt1i and zt2i are the encoded representations of the
randomly perturbed temporal positive pair xt1i , x

t2
i . Similar

as equation 1, N is number of negative samples, {kj}Nj=1

are the encoded negative pairs and λ ∈ R+ is the temper-
ature hyperparameter. Again, we refer readers to [13] for
details on construction of these negative pairs.

Note that compared to equation 1, we use two real im-
ages from the same area over time to create positive pairs.
We believe that relying on real images for positive pairs en-
courages the network to learn better representations for real
data than the one relying on synthetic images. On the other
hand, our objective in equation 2 enforces the representa-
tions to be invariant to changes over time. Depending on
the target task, such inductive bias can be desirable or unde-
sirable. For example, for a change detection task, learning
representations that are highly sensitive to temporal changes
can be more preferable. However, for image classification
or object detection task, learning temporally invariant fea-
tures should not degrade the downstream performance.

4.2. Geo-location Classification as a Pre-text Task

In this section, we explore another aspect of remote sens-
ing images, geolocation metadata, to further improve the
quality of the learned representations. In this direction, we
design a pre-text task for unsupervised learning. In our
pre-text task, we cluster the images in the dataset using
their coordinates (lati, loni). We use a clustering method
to construct K clusters and assign an area with coordinates
(lati, loni) a categorical geo-label ci ∈ C = {1, · · · ,K}.
Using the cross entropy loss function, we then optimize a
geo-location predictor network fc as

Lg =

K∑
k=1

−p(ci = k) log(p̂(ci = k|fc(xti)), (3)

where p represent the probability of the cluster k represent-
ing the true cluster and p̂ represents the predicted probabili-
ties forK clusters. In our experiments, we represent fc with
a CNN parameterized by θc. With this objective, our goal is
to learn location-aware representations that can potentially
transfer well to different downstream tasks.
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4.3. Combining Geo-location and Contrastive
Learning Losses

In the previous section, we designed a pre-text task lever-
aging the geo-location meta-data of the images to learn
location-aware representations in a standalone setting. In
this section, we combine geo-location prediction and con-
trastive learning tasks in a single objective to improve the
contrastive learning-only and geo-location learning-only
tasks. In this direction, we first integrate the geo-location
learning task into the contrastive learning framework using
the cross-entropy loss function where the geo-location pre-
diction network uses features zti from the query encoder as

Lg = −
K∑
i=1

p(ci = k) log(p̂(ci = k|fc(zti)). (4)

In the combined framework (see Fig. 1), fc is represented
by a linear layer parameterized by θc. Finally, we propose
the objective for joint learning as the linear combination of
TemporalInfoNCE and geo-classification loss with coeffi-
cients α and β representing the importance of contrastive
learning and geo-location learning losses as

argmin
θq,θk,θc

Lf = αLzt1 + βLg. (5)

By combining two tasks, we learn representations to
jointly maximize agreement between spatio-temporal pos-
itive pairs, minimize agreement between negative pairs and
predict the geo-label of the images from the positive pairs.

5. Experiments
In this study, we perform unsupervised representation

learning on fMoW and GeoImageNet datasets. We then
evaluate the learned representations/pre-trained models on
a variety of downstream tasks including image recognition,
object detection and semantic segmentation benchmarks on
remote sensing and conventional images.

Figure 7: Left shows the number of clusters per label and
Right shows the number of unique labels per cluster in
fMoW and GeoImageNet. Labels represent the original
classes in fMoW and GeoImageNet.

Implementation Details for Unsupervised Learning For
contrastive learning, similar to MoCo-v2 [3], we use
ResNet-50 to paramaterize the query and key encoders,
fq and fk, in all experiments. We use following hyper-
parameters in the MoCo-v2 pre-training step: learning rate
of 1e-3, batch size of 256, dictionary queue of size 65536,
temperature scaling of 0.2 and SGD optimizer. We use sim-
ilar setups for both fMoW and GeoImageNet datasets. Fi-
nally, for each downstream experiment, we report results for
the representations learned after 200 epochs.

For geo-location classification task, we run k-Means
clustering algorithm to cluster fMoW and GeoImageNet
into K = 100 geo-clusters given their latitude and longi-
tude pairs. We show the clusters in Fig. 8. As seen in the fig-
ure, while both datasets have similar clusters there are some
differences, particularly in North America and Europe. In
Fig. 7 we analyze the clusters in GeoImageNet and fMoW.
The figure shows that the number of clusters per class on
GeoImageNet tend to be skewed towards smaller numbers
than fMoW whereas the number of unique classes per clus-
ter on GeoImageNet has more of a uniform distribution. For
fMoW, we can conclude that each cluster contain samples
from most of the classes. Finally, when adding the geo-
location classification task into the contrastive learning we
tune α and β to be 1.

Methods We compare our unsupervised learning approach
to supervised learning for image recognition task. For ob-
ject detection, and semantic segmentation we compare them

Figure 8: Top and Bottom show the distributions of the
fMoW and GeoImageNet clusters.
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to pre-trained weights obtained using (a) supervised learn-
ing, and (b) random initilization while fine-tuning on the
target task dataset. Finally, for ablation analysis we provide
results using different combinations of our methods. When
appending only geo-location classification task or temporal
positives into MoCo-v2 we use MoCo-v2+Geo and MoCo-
v2+TP. When adding both of our approaches into MoCo-
v2 we use MoCo-v2+Geo+TP.

5.1. Experiments on fMoW

We first perform experiments on fMoW image recogni-
tion task. Similar to the common protocol of evaluating un-
supervised pre-training methods [3, 13], we freeze the fea-
tures and train a supervised linear classifier. However, in
practice, it is more common to finetune the features end-to-
end in a downstream task. For completeness and a better
comparison, we report end-to-end finetuning results for the
62-class fMoW classification as well. We report both top-1
accuracy and F1-scores for this task.

Backbone F1-Score ↑
(Frozen/Finetune)

Accuracy ↑
(Frozen/Finetune)

Sup. Learning (IN wts. init.)* ResNet50 -/64.72 -/69.07
Sup. Learning (Scratch)* ResNet50 -/64.71 -/69.05

Geoloc. Learning* ResNet50 48.96/52.23 52.40/56.59
MoCo-V2 (pre. on IN) ResNet50 31.55/57.36 37.05/62.90

MoCo-V2 ResNet50 55.47/60.61 60.69/64.34
MoCo-V2+Geo ResNet50 61.60/66.60 64.07/69.04
MoCo-V2+TP ResNet50 64.53/67.34 68.32/71.55

MoCo-V2+Geo+TP ResNet50 63.13/66.56 66.33/70.60

Table 1: Experiments on fMoW on classifying single im-
ages. * indicates a model trained up to epoch with the high-
est accuracy on the validation set. We use the same set up
for Sup. Learning and Geoloc. Learning in the remaining
experiments. Frozen corresponds to linear classification on
frozen features. Finetune corresponds to end-to-end fine-
tuning results for the fmow classification.

Classifying Single Images In Table 1, we report the results
on single image classification on fMoW. We would like to
highlight that in this case we classify each image individ-
ually. In other words, we do not use the prior information
that multiple images over the same area (x1i , x

2
i , . . . , x

Ti
i )

have the same labels (yi, yi, . . . , yi). For evaluation, we
use 53,041 images. Our results on this task (linear classi-
fication on frozen features) show that MoCo-v2 performs
reasonably well on a large-scale dataset with 60.69% accu-
racy, 8% less than the supervised learning methods. Sup.
Learning (IN wts. init.) and Sup. Learning (Scratch) cor-
respond to supervised learning method starting from ima-
genet pre-trained weights and random weights respectively.
This result aligns with MoCo-v2’s performance on the Ima-
geNet dataset [3]. Next, by incorporating geo-location clas-
sification task into MoCo-v2, we improve by 3.38% in top-
1 classification accuracy. We further improve the results

to 68.32% using temporal positives, bridging the gap be-
tween the MoCo-v2 baseline and supervised learning to less
than 1%. However, when we perform end-to-end finetun-
ing for the classification task, we observe that our method
surpasses the supervised learning methods by more than
2%. For completeness, we also include results for MoCo-
v2 pre-trained on Imagenet dataset (4th row in Table 1) and
find that the distribution shift between Imagenet and down-
stream dataset leads to suboptimal performance.

Classifying Temporal Data In the next step, we change
how we perform testing across multiple images over an
area at different times. In this case, we predict labels
from images over an area i.e. make a prediction for each
t ∈ {1, . . . , Ti}, and average the predictions from that area.
We then use the most confident class prediction to get area-
specific class predictions. In this case, we evaluate the per-
formance on 11,231 unique areas that are represented by
multiple images at different times. Our results in Table 2
show that doing area-specific inference improves the classi-
fication accuracies by 4-8% over image-specific inference.
Even incorporating temporal positives, we can improve the
accuracy by 6.1% by switching from image classification to
temporal data classification. Overall, our methods outper-
form the baseline Moco-v2 by 4-6% and supervised learn-
ing by 1-2%. Here we only report temporal classification
on top of frozen features.

Backbone F1-Score ↑ Accuracy ↑
Sup. Learning (IN wts. init.)* ResNet50 68.72 (+4.01) 73.22 (+4.15)

Sup. Learning (Scratch)* ResNet50 68.73 (+4.02) 73.24 (+4.19)
Geoloc. Learning* ResNet50 52.01 (+3.05) 56.12 (+3.72)

MoCo-V2 (pre. on IN) ResNet50 35.93 (+4.38) 42.56 (+5.51)
MoCo-V2 ResNet50 63.96 (+8.49) 68.64 (+7.95)

MoCo-V2+Geo ResNet50 66.93 (+5.33) 70.48 (+6.41)
MoCo-V2+TP ResNet50 70.11 (+5.58) 74.42 (+6.10)

MoCo-V2+Geo+TP ResNet50 69.56 (+6.43) 72.76 (+6.43)

Table 2: Experiments on fMoW on classifying temporal
data. In the table, we compare the results to the ones on
single image classification. Here we present results corre-
sponding to linear classification on frozen features only.

5.2. Transfer Learning Experiments

Previously, we performed pre-training experiments on
fMoW dataset and quantified the quality of the representa-
tions by supervised training a linear layer for image recogni-
tion on fMoW. In this section, we perform transfer learning
experiments on different low level tasks.

5.2.1 Object Detection

For object detection, we use the xView dataset [16] consist-
ing of high resolution satellite images captured with similar
sensors to the ones in the fMoW dataset. The xView dataset

7



pre-train AP50 ↑
Random Init. 10.75

Sup. Learning (IN wts. init.) 14.44
Sup. Learning (Scratch) 14.42

MoCo-V2 15.45 (+4.70)
MoCo-V2-Geo 15.63 (+4.88)
MoCo-V2-TP 17.65 (+6.90)

MoCo-V2-Geo+TP 17.74 (+6.99)

Table 3: Object detection results on the xView dataset.

consists of 846 very large (∼2000×2000 pixels) satellite
images with bounding box annotations for 60 different class
categories including airplane, passenger vehicle, maritime
vessel, helicopter etc.

Implementation Details We first divide the set of large
images into 700 training and 146 test images. Then, we
process the large images to create 416×416 pixels images
by randomly sampling the bounding box coordinates of the
small image and we repeat this process 100 times for each
large image. In this process, we ensure that there is less than
25% overlap between any two bounding boxes from the
same image. We then use RetinaNet [18] with pre-trained
ResNet-50 backbone and fine-tune the full network on the
xView training set. To train RetinaNet, we use learning rate
of 1e-5 and a batch size of 4 and Adam optimizer.

Qualitative Analysis Table 3 shows the object detection
performance on the xView test set. We achieve the best re-
sults with the addition of temporal positive pair, and geo-
location classification pre-text task into MoCo-v2. With
our final model, we can outperform the randomly initial-
ized weights by 7% AP and the supervised learning on the
fMoW by 3.3% AP.

5.2.2 Image Segmentation

In this section, we perform downstream experiments on the
task of Semantic Segmentation on SpaceNet dataset [40].
The SpaceNet datasets consists of 5000 high resolution
satellite images with segmentation masks for buildings.

Implementation Details We divide our SpaceNet dataset
into training and test sets of 4000 and 1000 images respec-
tively. We use PSAnet [50] network with ResNet-50 back-
bone to perform semantic segmentation. We train PSAnet
network with a batch size of 16 and a learning rate of 0.01
for 100 epochs and use SGD optimizer.

Qualitative Analysis Table 4 shows the segmentation per-
formance of differently initialized backbone weights on the
SpaceNet test set. Similar to object detection, we achieve
the best IoU scores with the addition of temporal positives
and geo-location classification task. Our final model out-
performs the randomly initialized weights and supervised
learning by 3.58% and 2.94% IoU scores. We observe that
the gap between the best and worst models shrinks going

from the image recognition to object detection, and seman-
tic segmentation task. This aligns with the performance of
the MoCo-v2 pre-trained on ImageNet and fine-tuned on
the Pascal-VOC object detection and semantic segmenta-
tion experiments [13, 3].

pre-train mIOU ↑
Random Init. 74.93
Imagenet Init. 75.23

Sup. Learning (IN wts. init.) 75.61
Sup. Learning (Scratch) 75.57

MoCo-V2 78.05 (+3.12)
MoCo-V2-Geo 78.42 (+3.49)
MoCo-V2-TP 78.48 (+3.55)

MoCo-V2-Geo+TP 78.51 (+3.58)

Table 4: Semantic segmentation results on Space-Net.

pre-train Top-1 Accuracy ↑
Random Init. 51.89
Imagenet Init. 53.46

Sup. Learning (IN wts. init.) 54.67
Sup. Learning (Scratch) 54.46

MoCo-V2 55.18 (+3.29)
MoCo-V2-Geo 58.23 (+6.34)
MoCo-V2-TP 57.10 (+5.21)

MoCo-V2-Geo+TP 57.63 (+5.74)

Table 5: Land Cover Classification on NAIP dataset.

5.2.3 Land Cover Classification

Finally, we perform transfer learning experiments on land
cover classification across 66 land cover classes using high
resolution remote sensing images obtained by the USDA’s
National Agricultural Imagery Program (NAIP). We use the
images from the California’s Central Valley for the year of
2016. Our final dataset consists of 100,000 training and
50,000 test images. Table 5 shows that our method outper-
forms the randomly initialized weights by 6.34% and super-
vised learning by 3.77%.

5.3. Experiments on GeoImageNet

After fMoW, we adopt our methods for unsupervised
learning on fMoW for improving representation learning on
the GeoImageNet. Unfortunately, since ImageNet does not
contain images from the same area over time we are not able
to integrate the temporal positive pairs into the MoCo-v2
objective. However, in our GeoImageNet experiments we
show that we can improve MoCo-v2 by introducing geo-
location classification pre-text task.

Qualitative Analysis Table 6 shows the top-1 and top-5
classification accuracy scores on the test set of GeoIma-
geNet. Surprisingly, with only geo-location classification
task we can achieve 22.26% top-1 accuracy. With MoCo-v2
baseline, we get 38.51 accuracy, about 3.47% more than su-
pervised learning method. With the addition of geo-location
classification, we can further improve the top-1 accuracy by
1.45%. These results are interesting in a way that MoCo-v2
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(200 epochs) on ImageNet-1k performs 8% worse than su-
pervised learning whereas it outperforms supervised learn-
ing on our highly imbalanced GeoImageNet with 5150 class
categories which is about 5× more than ImageNet-1k.

Backbone Top-1
(Accuracy) ↑

Top-5
(Accuracy) ↑

Sup. Learning (Scratch) ResNet50 35.04 54.11
Geoloc. Learning ResNet50 22.26 39.33

MoCo-V2 ResNet50 38.51 57.67
MoCo-V2+Geo ResNet50 39.96 58.71

Table 6: Experiments on GeoImageNet. We divide the
dataset into 443,435 training and 100,000 test images across
5150 classes. We train MoCo-V2 and MoCo-V2+Geo for
200 epochs whereas Sup. and Geoloc. Learning are
trained until they converge.

6. Conclusion
In this work, we provide a self-supervised learning

framework for remote sensing data, where unlabeled data is
often plentiful but labeled data is scarce. By leveraging spa-
tially aligned images over time to construct temporal posi-
tive pairs in contrastive learning and geo-location in the de-
sign of pre-text tasks, we are able to close the gap between
self-supervised and supervised learning on image classifica-
tion, object detection and semantic segmentation on remote
sensing and other geo-tagged image datasets.
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